Section 1: (Binary) Operations — Graphics

On a finite set, an operation can be defined by a table: On a set S =
{CL, b7 C7 d}a

QO Q| *
QL O & 2|8
Qo o o
0O Q. 0|0
O QU2 X

means
axa=a axb=b axc=c axd=d

bxa=d bxb=c bxc=b bxd=a
cxa=c¢c cxb=c cxc=d cxd=d
dxa=d dxb=d d*c=c dxd=c



For a fixed set X, and for A, B in P(X),

AUB
ANB
AAB

Example: X = {4,7}, so P(X) ={0,{4},{7}, X }:
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Polish notation: +(a,b).

reverse Polish notations: (a,b)+
infix notation: a 4+ b
juxtaposition: ab



Def: An operation % on a set S is commutative iff, for every two elements
a,b of S, a*xb=>bxa (ie., the function x associates the ordered pairs (a, )
and (b, a) to the same element of S). And * is associative iff, for all elements
a,b,cof S, (axb)xc=ax(bxc).

Non-associative operations:
1. The cross-product of 3-vectors:

ixi)xj=0xj=0 but ix(ixj=ixk=-j.
2. Subtraction of real numbers: (3 —2)—1=0but3—-(2—-1) =2.

Take two operations on the set S = {a, b, c}:

xla b ¢ ola b c
ala b a ala b c
blb cb blb c b
cla b a cla b c
Of these, o is not commutative (aoc = ¢ but coa = a), while * is commutative,

by the symmetry of the table (though * is not associative: (bxb)xa = cxa = a
but b (bxa) =bxb=c.)



Associativity does hold “naturally” if the operation is itself, or is derived from,
a function composition, because function compositions are clearly associative:
((fog)oh)(x)= f(g(h(x))) = (fo(goh))(xr) — on both ends h is applied
to x, then ¢ is applied to h(z), then f is applied to g(h(x)), so the results
are identical.

Example: Matrix multiplication and linear transformations: We can check
that every linear transformation 7" : IR> — IR? is given by a rule of the form

T(( o )) = ( az + by ), so T is multiplication of each vector by a fixed
Y cr + dy

matrix:

(o p=(ata) = (0 0)(5)=m(5) mween=(25)

In linear algebra, B was called the “matrix representation of T” (with respect
to the standard basis). If A, C are the matrix representations of the linear

transformations S, U : IR? — IR?, then for every ( ‘; ) in IR?,

By (1) = (somyen( )

_ (A(BC) ( ’ ) ,

and because this works for every vector in IR?, we get (AB)C = A(BC). So
matrix multiplication is associative because it reflects composition of linear
transformations, which is “naturally” associative.



Def: If S is a set and * is an associative operation on S, then the pair (.5, %)
(or sometimes just S, if there is a natural choice for %) is called a semigroup.



