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#### Abstract

Let $S(n)$ denote the total number of digits ' 1 ' in the binary expansions of the integers between 1 and $n-1$. The Trollope-Delange formula is a classical result which provides an explicit representation for $S(n)$ in terms of the continuous, nowhere differentiable Takagi function. Recently, connections have been established between digital sums such as $S(n)$ and certain functional equations associated with the Takagi function and its relatives. In the present paper we explore such a connection to derive a new, simple proof for the Trollope-Delange formula as well as for some of its generalizations involving power and exponential sums.


## 1. Introduction

Let $S(n)$ denote the total number of digits ' 1 ' in the binary expansions of the integers between 1 and $n-1$. Since that is roughly half the number of all of those digits, it is not far-fetched that $S(n)$ must be of the order $S(n)=\frac{1}{2} n \log _{2} n+$ $O(n)$. Interestingly, it turns out that the capital- $O$ term in this expansion can be given explicitly as $n$ times a continuous, 1-periodic function of $\log _{2} n$. This was first proved by J.R. Trollope in [19]; subsequently, in [4], H. Delange gave a very short and direct proof of this representation. The continuous function appearing in their representation is a slight modification of the well-known continuous, nowhere differentiable Takagi function, investigated by T. Takagi already in 1903 [18] and often presented as one of the simplest examples of a nowhere differentiable function.

The Trollope-Delange formula has been investigated and generalized intensively in the intervening years. Bases other than 2 have been examined, the occurrence of subblocks other than the digit ' 1 ' has been counted, and other modifications have been applied to these quantities. Always it turned out that a representation of Trollope-Delange type of the quantity in question could be given, often with explicit continuous functions. Some references to such work are given below.

[^0]The purpose of the present note is to give a new and simple proof of the TrollopeDelange formula and then to turn this proof into a method by applying it to some other variations and generalizations of these sums. The method proceeds by extracting functional equations from the digital sum sequences such as $S(n)$, identifying their solutions and then using this process to prove a formula of Trollope-Delange type in just a few lines.

To fix notation, let

$$
\begin{equation*}
j=\sum_{i \geq 0} a_{i}(j) 2^{i} \quad \text { with } a_{i}(j) \in\{0,1\} \tag{1}
\end{equation*}
$$

be the binary expansion of $j \in \mathbb{N}_{0}$, let

$$
\begin{equation*}
s(j)=\sum_{i \geq 0} a_{i}(j) \tag{2}
\end{equation*}
$$

be the number of digits ' 1 ' in the binary expansion of $j$, and let

$$
\begin{align*}
S(n) & =\sum_{j=0}^{n-1} s(j)  \tag{3}\\
S(n ; t) & =\sum_{j=0}^{n-1} \exp (t \cdot s(j)) \quad \text { for } t \in \mathbb{R} \text { and }  \tag{4}\\
S_{k}(n) & =\sum_{j=0}^{n-1} s(j)^{k} \quad \text { for } k \in \mathbb{N} \tag{5}
\end{align*}
$$

denote the digital sum in question as well as its so-called exponential and power sums. Then the Trollope-Delange formula for $S(n)$ is

$$
\begin{equation*}
\frac{1}{n} S(n)=\frac{1}{2} \log _{2} n+\frac{1}{2} \widetilde{F}\left(\log _{2} n\right) \tag{6}
\end{equation*}
$$

where the 1 -periodic function $\widetilde{F}$ is given by

$$
\begin{equation*}
\widetilde{F}(u)=1-u-2^{1-u} T\left(\frac{1}{2^{1-u}}\right) \quad \text { for } 0 \leq u \leq 1 \tag{7}
\end{equation*}
$$

Here, $T$ is the Takagi function

$$
\begin{equation*}
T(x)=\sum_{n=0}^{\infty} \frac{1}{2^{n}} d\left(2^{n} x\right) \quad \text { with } d(x)=\operatorname{dist}(x, \mathbb{Z}) \text { and } x \in \mathbb{R} \tag{8}
\end{equation*}
$$

While this is the "direct" definition of the Takagi function, $T$ can just as well be defined "indirectly" on $[0,1]$ as the only continuous solution of the system of two functional equations

$$
\begin{equation*}
f\left(\frac{x}{2}\right)=\frac{1}{2} f(x)+\frac{x}{2}, \quad f\left(\frac{x+1}{2}\right)=\frac{1}{2} f(x)+\frac{1-x}{2} \quad \text { for } x \in[0,1] . \tag{9}
\end{equation*}
$$

The system (9) is a specific example of the type of functional equations which, as mentioned above, appear in the digital sum sequences and can therefore be used to prove the Trollope-Delange formula. Thus, we will in Section 2 of this note review some basic properties of these functional equations, before we use them in Section 3 to give a simple proof of the Trollope-Delange formula. This proof establishes and then exploits a series of simple identities for the sequence $S(n)$ which will turn out to be equivalent to the functional equations (9). In Section 4 we use similar methods to derive a representation for $S(n ; t)$ in an analogous manner. The representation itself is known; its derivation is new. In Section 5 we note that $S(n ; t)$ is the exponential generating function for the quantities $S_{k}(n)$, so that generating function techniques can be used to extract information about the $S_{k}(n)$ from the representation for $S(n ; t)$. Finally, in Section 6, we will use the same techniques to derive analogous formulas for the number of zeros in the binary expansions of the integers. The continuous functions appearing in all of these representations will always be given as solutions of functional equations of the same type as (9); this representation is explicit in the sense that these solutions can be computed explicitly from the functional equations.

All of these digital sums have been considered before, and representations for them have been given. Beyond the classical papers by Trollope and Delange, some newer examples are [3], [5], [13], [14], [11], [9] and [10]. In [9], the idea to use functional equations of type (9) to treat the digital sums is put forward, and in [10], this idea is explored to the fullest. The present paper has the same focus and scope as [10]; the methods however are different. In [10] as in all of the previous work, the functions appearing in the representations are taken as a given, and the representations are then proved from properties of these functions. Here, we go the other way round: we start with the sequences themselves, discover the functional equations within these sequences and then identify the functions from the functional equations. This is therefore a direct way of deriving Trollope-Delange type formulas.

## 2. Functional Equations

Before proving representations for the digital sums, some basic facts about the functional equations used in the representations must be recounted.

Let $g_{0}, g_{1}:[0,1] \rightarrow \mathbb{R}$ be given perturbation functions, and let $\left|a_{0}\right|,\left|a_{1}\right|<1$. We consider the system of two functional equations on $[0,1]$,

$$
\begin{align*}
f\left(\frac{x}{2}\right) & =a_{0} f(x)+g_{0}(x),  \tag{10}\\
f\left(\frac{x+1}{2}\right) & =a_{1} f(x)+g_{1}(x), \tag{11}
\end{align*}
$$

where $f$ is an unknown function satisfying these equations for all $x \in[0,1]$.

It is clear that if such a function $f$ exists, then it must satisfy $f(0)=g_{0}(0) /\left(1-a_{0}\right)$ (put $x=0$ into (10)) and $f(1)=g_{1}(1) /\left(1-a_{1}\right)$ (put $x=1$ into (11)). Moreover, by putting $x=1$ into (10) and $x=0$ into (11), it follows that $f\left(\frac{1}{2}\right)$ must equal the two expressions

$$
\begin{equation*}
a_{0} \frac{g_{1}(1)}{1-a_{1}}+g_{0}(1)=a_{1} \frac{g_{0}(0)}{1-a_{0}}+g_{1}(0) . \tag{12}
\end{equation*}
$$

This is only possible if the two expressions are equal themselves. Thus, (12) is a nessecary condition for the existence of a solution $f$.

It is also sufficient. Assume that $g_{0}, g_{1}$ are continuous and that (12) holds. Then it can be proved as an easy application of Banach's fixed point theorem that there exists a unique continuous solution $f$ of $(10),(11)$ on $[0,1]$. (The earliest proof of this was given in much more generality by M.F. Barnsley in connection with his fractal interpolation functions, [2].)

If (12) holds, then any solution $f$ is uniquely determined on the dyadic rationals $i / 2^{n}, n \in \mathbb{N}_{0}, i=0, \ldots, 2^{n}$. In fact, we have already seen above that (10),(11) fix the values $f(0), f(1)$ and $f\left(\frac{1}{2}\right)$. This process can be continued. If, for $n \in \mathbb{N}$, the values $f\left(\frac{2 i+1}{2^{n}}\right)\left(i=0, \ldots, 2^{n-1}-1\right)$ are already known, then the values $f\left(\frac{2 i+1}{2^{n+1}}\right)$ can be computed from (10), and the values $f\left(\frac{2 i+1+2^{n}}{2^{n+1}}\right)$ can be computed from (11). This covers all the dyadic rationals, and since they are dense in $[0,1]$, the functional equations in this sense allow the explicit computation of their continuous solution.

These functional equations have been discussed in a different context in [6],[7]. They were used there to characterize classes of nowhere differentiable functions as solutions of these functional equations, and then to prove the non-differentiability of the solutions directly from the functional equations. This applies to a large variety of nowhere differentiable functions which previously had been investigated separately; among them are the Takagi functions as well as the famous Weierstraß functions $C(x)=\sum_{n=0}^{\infty} a^{n} \cos \left(2^{n} \cdot 2 \pi x\right)$, which satisfy (10), (11) with $a_{0}, a_{1}=a$, $g_{0}(x)=\cos (\pi x), g_{1}(x)=-\cos (\pi x)$.

## 3. The Trollope-Delange Formula

First, we need a simple lemma which connects functions defined on the integers with functions defined on the dyadic rationals. As a basic notation for the rest of this note, set

$$
\begin{equation*}
p(n)=2^{\left[\log _{2} n\right]} \quad \text { for } n \in \mathbb{N} \tag{13}
\end{equation*}
$$

where $[u]$ is the largest integer less than or equal to $u$. In other words, $p(n)$ is the largest power of 2 less than or equal to $n$. We always have

$$
\begin{equation*}
p(n) \leq n<2 p(n) \tag{14}
\end{equation*}
$$

The identities

$$
\begin{align*}
p(2 n) & =2 p(n),  \tag{15}\\
p(n+p(n)) & =2 p(n),  \tag{16}\\
p(n+2 p(n)) & =2 p(n) \tag{17}
\end{align*}
$$

are simple but will be important throughout the rest of this note.
Lemma 1. Let $G: \mathbb{N} \rightarrow \mathbb{R}$ be a function on the integers. For $n \in \mathbb{N}$, set

$$
\begin{equation*}
x:=\frac{n-p(n)}{p(n)} \in[0,1) \quad \text { and } \quad F(x)=F\left(\frac{n-p(n)}{p(n)}\right):=G(n) \tag{18}
\end{equation*}
$$

Then $F$ is a well-defined function on the dyadic rationals in $[0,1)$ if and only if $G(2 n)=G(n)$ for all $n \in \mathbb{N}$.

Proof. Note that when $n$ ranges through all integers, then $\frac{n-p(n)}{p(n)}$ ranges through all dyadic rationals in $[0,1)$. Every dyadic rational is hit infinitely often. Thus, $F$ is well-defined if and only if $G\left(n_{1}\right)=G\left(n_{2}\right)$ for all $n_{1}, n_{2} \in \mathbb{N}$ with $\frac{n_{1}-p\left(n_{1}\right)}{p\left(n_{1}\right)}=$ $\frac{n_{2}-p\left(n_{2}\right)}{p\left(n_{2}\right)}$.

This last equality implies $p\left(n_{2}\right) n_{1}=p\left(n_{1}\right) n_{2}$. Thus $n_{1}$ and $n_{2}$ can only differ by a factor which is a power of 2 . The reverse is also true, so that $\frac{n_{1}-p\left(n_{1}\right)}{p\left(n_{1}\right)}=\frac{n_{2}-p\left(n_{2}\right)}{p\left(n_{2}\right)}$ if and only if $n_{1}=2^{\ell} n_{2}$ with an $\ell \in \mathbb{Z}$.

Thus, $F$ is well defined if and only if $G\left(n_{1}\right)=G\left(n_{2}\right)$ for all $n_{1}, n_{2} \in \mathbb{N}$ whose quotient is an integer power of 2 . This condition in turn holds if and only if $G(n)=$ $G(2 n)$ for all $n \in \mathbb{N}$.

The Trollope-Delange formula can now be proved as a consequence of a series of simple identities. First, let $p$ be a power of 2 and note that

$$
\begin{align*}
s(2 j)=s(j) & \text { and } s(2 j+1)=s(j)+1 \quad \text { for all } j=0,1, \ldots,  \tag{19}\\
s(j+p) & =s(j)+1 \quad \text { for } j=0,1, \ldots, p-1, \quad \text { and }  \tag{20}\\
s(j+p) & =s(j) \text { for } j=p, p+1, \ldots, 2 p-1 \tag{21}
\end{align*}
$$

Next, note that these identities imply, for all $n \in \mathbb{N}$,

$$
\begin{align*}
S(2 n) & =2 S(n)+n  \tag{22}\\
S(n+p(n)) & =S(n)+S(p(n))+p(n) \quad \text { and }  \tag{23}\\
S(n+2 p(n)) & =S(n)+S(2 p(n))+n \tag{24}
\end{align*}
$$

To derive (22), split the sum for $S(2 n)$ into two parts, summing over the even and the odd integers, and use (19). To derive (23), split the sum for $S(n+p(n))$ into three parts starting at $0, p(n)$ and $2 p(n)$, identify the second part as $S(2 p(n))-S(p(n))$
and use (20) on the third part. To derive (24), split the sum for $S(n+2 p(n))$ into two parts starting at 0 and $2 p(n)$, and use (20) (with $2 p(n)$ instead of $p$ ) on the second part.

Now set

$$
\begin{equation*}
G(n):=\frac{1}{p(n)}\left(S(n)-\frac{n}{p(n)} S(p(n))\right) \tag{25}
\end{equation*}
$$

Then, using formulas (15)-(17) and (22)-(24), it is easy to compute

$$
\begin{align*}
G(2 n) & =G(n)  \tag{26}\\
G(n+p(n)) & =\frac{1}{2} G(n)-\frac{n-p(n)}{4 p(n)} \text { and }  \tag{27}\\
G(n+2 p(n)) & =\frac{1}{2} G(n)+\frac{n}{4 p(n)} \tag{28}
\end{align*}
$$

If we set $x=x(n):=\frac{n-p(n)}{p(n)}$, then, using (16) and (17),

$$
\begin{align*}
\frac{x(n)}{2} & =\frac{n-p(n)}{2 p(n)}=\frac{n+p(n)-p(n+p(n))}{p(n+p(n))}=x(n+p(n)) \quad \text { and }  \tag{29}\\
\frac{x(n)+1}{2} & =\frac{n}{2 p(n)}=\frac{n+2 p(n)-p(n+2 p(n))}{p(n+2 p(n))}=x(n+2 p(n)) \tag{30}
\end{align*}
$$

Moreover, by Lemma 1 the function $F$ given by $F(x)=F\left(\frac{n-p(n)}{p(n)}\right):=G(n)$ is well-defined on the dyadic rationals in $[0,1)$ and by $(27),(28)$ satisfies

$$
\begin{align*}
F\left(\frac{x}{2}\right) & =G(n+p(n))=\frac{1}{2} G(n)-\frac{n-p(n)}{4 p(n)}=\frac{1}{2} F(x)-\frac{x}{4} \quad \text { and }  \tag{31}\\
F\left(\frac{x+1}{2}\right) & =G(n+2 p(n))=\frac{1}{2} G(n)+\frac{n}{4 p(n)}=\frac{1}{2} F(x)+\frac{x+1}{4} . \tag{32}
\end{align*}
$$

This means that $F$ satisfies the system (10),(11) with $a_{0}=a_{1}=\frac{1}{2}, g_{0}(x)=-\frac{x}{4}$ and $g_{1}(x)=\frac{x+1}{4}$. Since condition (12) is satisfied (with $F(0)=0, F(1)=1$ and $F\left(\frac{1}{2}\right)=\frac{1}{4}$ ), it follows that $F$ is the restriction to the dyadic rationals of a continuous function on $[0,1]$ (also denoted by $F$ ), which is a solution of $(10),(11)$ on $[0,1]$.

By solving (25) for $S(n)$, we get a representation for $S(n)$ involving $G(n)$ and $S(p(n))$. The latter quantity can be given explicitly: Since $p(n)$ is a power of 2 , the binary expansion of the $p(n)$ numbers between 0 and $p(n)-1$ can be thought of as being ' 0 '-' 1 '-strings, each of length $\log _{2} p(n)$ and precisely half of whose digits are '1's. Therefore

$$
\begin{equation*}
S(p(n))=\frac{1}{2} p(n) \log _{2} p(n) \tag{33}
\end{equation*}
$$

From this we get the representation

$$
\begin{equation*}
S(n)=\frac{n}{p(n)} S(p(n))+p(n) G(n)=\frac{n \log _{2} p(n)}{2}+p(n) F\left(\frac{n-p(n)}{p(n)}\right) \tag{34}
\end{equation*}
$$

and this $(\operatorname{via} p(n)=n /(x+1))$ is equivalent to

$$
\begin{equation*}
\frac{1}{n} S(n)=\frac{\log _{2} n}{2}-\frac{\log _{2}(x+1)}{2}+\frac{1}{x+1} F(x) \quad \text { where } x=\frac{n-p(n)}{p(n)} \tag{35}
\end{equation*}
$$

and where $F$ is the countinuous function on $[0,1]$ which is given by the system (31),(32). This is the Trollope-Delange formula.

It is, however, given in a form slightly different from (6),(7). The equivalence of the two forms can be seen quickly by noting that

$$
\begin{equation*}
F(x)=x-\frac{1}{2} T(x)=\frac{x+1}{2}-T\left(\frac{x+1}{2}\right) . \tag{36}
\end{equation*}
$$

The first equality in (36) follows because $F(x)$ and $x-\frac{1}{2} T(x)$ satisfy the same system of type (10),(11), and the second equality follows by applying the second equation of (9). Now set $u$ equal to the fractional part of $\log _{2} n$, i.e., $u:=\left\{\log _{2} n\right\}$, and note that $x=2^{u}-1$ (resp. $\left.u=\log _{2}(x+1)\right)$ to arrive at $(6),(7)$.

The core of the proof of the Trollope-Delange formula presented here consists of deriving identities for $S(n+p(n))$ and $S(n+2 p(n))$, (23) and (24). With these two identities (and the value $S(1)=1$ ), the whole sequence $S(n)$ is determined without it ever being necessary to compute a single value of $s(n)$. The TrollopeDelange formula follows because (23) and (24) determine the sequence $S(n)$ in the same way as the functional equations (10) and (11) allow the computation of their continuous solution; both perspectives are in fact equivalent by (29) and (30). This also explains the approximation process which is visible in Figure 1 of [5].

Of course, identities for $S(2 n)$ and $S(2 n+1)$ would similarly determine the whole sequence $S(n)$. An identity for $S(2 n)$ is given above in (22), and for $S(2 n+1)$ it can be proved in a similar fashion that

$$
\begin{equation*}
S(2 n+1)=2 S(n)+n+s(n) \tag{37}
\end{equation*}
$$

This means that although (22) and (37) also determine the whole sequence $S(n)$, they only do so after computing the values $s(n)$. In this sense, (23) and (24) are "simpler" or "more natural" than (22) and (37).

Also, note that the proof presented here does not require any advance knowledge of the main term $\frac{\log _{2} n}{2}$. This term (in the form $\frac{\log _{2} p(n)}{2}$ ) arises in the computations in a natural way, where it comes from the term $S(p(n))$. One might say that the values $S(p)$, where $p$ is a power of 2 , act as "stepping stones" for the complete sequence $S(n)$. We will see such a behavior again for the other types of digital sums considered below.

## 4. Exponential Sums

An explicit formula for the exponential sums $S(n ; t)$ has been derived in [14] and (by different methods) in [10]; in our notation it is given in formula (50), below. This representation involves the so-called de Rham (sometimes Lebesgue) singular function $L_{a}(x)$. It can be defined as the continuous solution of the system

$$
\begin{equation*}
f\left(\frac{x}{2}\right)=a f(x) \quad \text { and } \quad f\left(\frac{x+1}{2}\right)=(1-a) f(x)+a \tag{38}
\end{equation*}
$$

on $[0,1]$ for fixed $a \in(0,1)$. This function was first constructed by R. Salem in [16] as a simple example of a singular function (it is strictly monotone and for $a \neq \frac{1}{2}$ has derivative 0 almost everywhere). In [15], G. de Rham used the functional equations (38) to characterize $L_{a}(x)$ and to prove its singularity.

The goal now is to give another proof of the representation from [14] and [10], using the method developed in the previous section, i.e., by deriving analogs for the formulas (23)-(35). In particular, we do not have to know in advance that the function $L_{a}(x)$ will appear in the representation.

We get, using (19)-(21) in the same way as before,

$$
\begin{align*}
S(2 n ; t) & =\left(e^{t}+1\right) S(n ; t)  \tag{39}\\
S(n+p(n) ; t) & =S(n ; t)+e^{t} S(p(n) ; t) \quad \text { and }  \tag{40}\\
S(n+2 p(n) ; t) & =e^{t} S(n ; t)+S(2 p(n) ; t) \tag{41}
\end{align*}
$$

Now set

$$
\begin{equation*}
G(n ; t):=\frac{S(n ; t)}{S(p(n) ; t)} \tag{42}
\end{equation*}
$$

Then it follows that

$$
\begin{align*}
G(2 n ; t) & =G(n ; t)  \tag{43}\\
G(n+p(n) ; t) & =\frac{1}{e^{t}+1} G(n ; t)+\frac{e^{t}}{e^{t}+1} \quad \text { and }  \tag{44}\\
G(n+2 p(n) ; t) & =\frac{e^{t}}{e^{t}+1} G(n ; t)+1 \tag{45}
\end{align*}
$$

Thus the function $x \mapsto F(x ; t)$ given by $F(x ; t)=F\left(\frac{n-p(n)}{p(n)} ; t\right):=G(n ; t)$ is well-defined on the dyadic rationals in $[0,1)$ and by (44),(45) satisfies

$$
\begin{align*}
F\left(\frac{x}{2} ; t\right) & =\frac{1}{e^{t}+1} F(x ; t)+\frac{e^{t}}{e^{t}+1} \quad \text { and }  \tag{46}\\
F\left(\frac{x+1}{2} ; t\right) & =\frac{e^{t}}{e^{t}+1} F(x ; t)+1 \tag{47}
\end{align*}
$$

Since $e^{t}>0$, we have $\frac{1}{e^{t}+1}<1$ and $\frac{e^{t}}{e^{t}+1}<1$. Moreover, condition (12) is satisfied with

$$
\begin{equation*}
F(0 ; t)=1, F(1 ; t)=e^{t}+1 \text { and } F\left(\frac{1}{2} ; t\right)=\frac{2 e^{t}+1}{e^{t}+1} \tag{48}
\end{equation*}
$$

Therefore $F(x, t)$ is a continuous function in $x$.
Again, $S(p(n) ; t)$ can be computed explicitly; the easiest way would be to iterate formula (39) to get

$$
\begin{equation*}
S(p(n) ; t)=\left(e^{t}+1\right)^{\log _{2} p(n)} \tag{49}
\end{equation*}
$$

Altogether, we get
$S(n ; t)=\left(e^{t}+1\right)^{\log _{2} p(n)} \cdot F\left(\frac{n-p(n)}{p(n)} ; t\right)=\left(e^{t}+1\right)^{\log _{2} n} \cdot\left(e^{t}+1\right)^{-\log _{2}(x+1)} F(x ; t)$
where $x=\frac{n-p(n)}{p(n)}$. If we let

$$
\begin{equation*}
\widetilde{F}(x ; t):=\left(e^{t}+1\right)^{-\log _{2}(x+1)} F(x ; t), \tag{51}
\end{equation*}
$$

then $\widetilde{F}$ satisfies $\widetilde{F}(0 ; t)=\widetilde{F}(1 ; t)=1$ for every $t \in \mathbb{R}$, so that for every $t, \widetilde{F}(\cdot ; t)$ can be continued to a continuous, 1-periodic function on $\mathbb{R}$. Thus (50) is the exponential analog of the Trollope-Delange formula.

Now, the function $F(x ; t)$ appearing in (50) is just a rescaled and re-parametrized version of de Rham's singular function $L_{a}(x)$. Explicitly, we have

$$
\begin{equation*}
F(x ; t)=1+e^{t} L_{\frac{1}{1+e^{t}}}(x), \tag{52}
\end{equation*}
$$

because both sides of this identity satisfy the same functional equations of type (10),(11).

## 5. Power Sums

Now set $S_{0}(n):=n$ and consider the power sums $S_{k}(n)$. The first explicit representation for $S_{k}(n)$ was given by J. Coquet in [3]. He proved that there exist 1-periodic functions $G_{k, \ell}$ such that

$$
\begin{equation*}
\frac{1}{n} S_{k}(n)=\left(\frac{\log _{2} n}{2}\right)^{k}+\sum_{\ell=0}^{k-1}\left(\log _{2} n\right)^{\ell} G_{k, \ell}\left(\log _{2} n\right) \tag{53}
\end{equation*}
$$

holds; he also found certain recurrence relations between the functions $G_{k, \ell}$. In [13], a more explicit representation for the functions $G_{k, \ell}$ was given and their continuity was proved. In [10], a still more explicit representation for the $G_{k, \ell}$ was given.

The basic building block in the latter two papers is de Rham's function $L_{a}(x)$; the functions $G_{k, \ell}$ are then given as certain combinations of the partial derivatives (with respect to $a$ ) of $L_{a}(x)$. These partial derivatives appear in the representations because

$$
\begin{equation*}
S_{k}(n)=\left.\frac{\partial^{k}}{\partial t^{k}} S(n ; t)\right|_{t=0} \tag{54}
\end{equation*}
$$

and $S(n ; t)$ is related to $L_{a}(x)$ via $F(x ; t)$ and (52). This fact is noted and made good use of in [14] and [10].

In the present note, we will also use (54) as a starting point, but we will then follow a line of argument different from that given in [14] and [10]. It will lead us to a representation which is different from (although of course equivalent to) Coquet's (53) in that it uses different, maybe slightly simpler, building blocks. These building blocks appear in the course of the argument in a natural way; prior knowledge of them is not necessary.

This argument uses the method of (exponential) generating functions. In fact, (54) directly translates into

$$
\begin{equation*}
S(n ; t)=\sum_{k=0}^{\infty} \frac{S_{k}(n)}{k!} t^{k} \tag{55}
\end{equation*}
$$

so that all information about $S_{k}(n)$ is already contained in $S(n ; t)$ and can be extracted by expanding the result (50) of the previous section into a power series and comparing coefficients. Note that for every $n \in \mathbb{N}$ the sum (55) has an infinite radius of convergence, because $S_{k}(n) \leq n^{k+1}$.

Before beginning with the actual argument, we need a few preparations. In general, if $c=\left(c_{k}\right)$ is an arbitrary sequence, then its exponential generating function is

$$
\begin{equation*}
C(t)=\sum_{k=0}^{\infty} \frac{c_{k}}{k!} t^{k} \tag{56}
\end{equation*}
$$

For later reference, note the formula for the Cauchy product of exponential generating functions: If $C_{1}$ and $C_{2}$ are the exponential generating functions of ( $c_{1, k}$ ) and $\left(c_{2, k}\right)$, then the exponential generating function of $C_{1} \cdot C_{2}$ is

$$
\begin{equation*}
C_{1}(t) \cdot C_{2}(t)=\sum_{k=0}^{\infty} \frac{c_{3, k}}{k!} t^{k} \quad \text { where } c_{3, k}=\sum_{\nu=0}^{k}\binom{k}{\nu} c_{1, \nu} c_{2, k-\nu} \tag{57}
\end{equation*}
$$

To finish the preparations, set the auxiliary function $D(t)$ (which appears in (50)) equal to

$$
\begin{equation*}
D(t):=\frac{1}{1+e^{t}} \tag{58}
\end{equation*}
$$

and expand $D(t)^{-u}$ into an exponential series,

$$
\begin{equation*}
D(t)^{-u}=\left(1+e^{t}\right)^{u}=\sum_{k=0}^{\infty} \frac{d(k ; u)}{k!} t^{k} \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
d(k ; u)=\left.\frac{\partial^{k}}{\partial t^{k}}\left(1+e^{t}\right)^{u}\right|_{t=0} \tag{60}
\end{equation*}
$$

and with radius of convergence at least $\pi$. From (60) we get the recursion

$$
\begin{equation*}
d(0 ; u)=2^{u} \quad \text { and } \quad d(k+1 ; u)=u d(k ; u)-u d(k ; u-1) \tag{61}
\end{equation*}
$$

so that (inductively) $d(k ; u)=2^{u-k} q_{k}(u)$ where $q_{k}$ is a polynomial of degree $k$ and leading coefficient 1 , satisfying the recursion

$$
\begin{equation*}
q_{0}(u)=1 \quad \text { and } \quad q_{k+1}(u)=u\left(2 q_{k}(u)-q_{k}(u-1)\right) \text { for } k \geq 0 \tag{62}
\end{equation*}
$$

We will also need the particular values $d_{k}:=d(k ;-1)$; since

$$
\begin{equation*}
D(t)^{1}=\frac{1}{1+e^{t}}=\frac{1}{2}\left(1-\tanh \left(\frac{t}{2}\right)\right) \tag{63}
\end{equation*}
$$

they have the explicit representation

$$
\begin{equation*}
d_{k}=-\frac{2^{k+1}-1}{k+1} B_{k+1} \tag{64}
\end{equation*}
$$

where the numbers $B_{k}$ are the Bernoulli numbers.
Now the result (50) of the previous section reads,

$$
\begin{equation*}
S(n ; t)=D(t)^{-\log _{2} p(n)} \cdot F(x ; t)=D(t)^{-\log _{2} n} \cdot D(t)^{\log _{2}(x+1)} F(x ; t) \tag{65}
\end{equation*}
$$

where, by (46),(47), the function $F(x ; t)$ satisfies, for every $t$, the system of functional equations

$$
\begin{equation*}
F\left(\frac{x}{2} ; t\right)=D(t) F(x ; t)+1-D(t) \quad \text { and } \quad F\left(\frac{x+1}{2} ; t\right)=(1-D(t)) F(x ; t)+1 \tag{66}
\end{equation*}
$$

Note here that if $x \in[0,1)$ is a dyadic rational, then by induction $F(x ; t)$ is a polynomial in $D(t)$, so that the series for $F(x ; t)$ has radius of convergence at least $\pi$. Moreover, it follows from results in [8] that for every $x \in[0,1], F(x ; t)$ is analytic around $t=0$.

Thus writing

$$
\begin{equation*}
F(x ; t)=\sum_{k=0}^{\infty} \frac{F_{k}(x)}{k!} t^{k} \tag{67}
\end{equation*}
$$

(66) implies by (57) that, for $k \geq 0, F_{k}(x)$ is a solution of

$$
\begin{align*}
F_{k}\left(\frac{x}{2}\right) & =\frac{1}{2} F_{k}(x)+\delta_{k, 0}-d_{k}+\sum_{\nu=0}^{k-1}\binom{k}{\nu} d_{k-\nu} F_{\nu}(x),  \tag{68}\\
F_{k}\left(\frac{x+1}{2}\right) & =\frac{1}{2} F_{k}(x)+\delta_{k, 0}-\sum_{\nu=0}^{k-1}\binom{k}{\nu} d_{k-\nu} F_{\nu}(x) . \tag{69}
\end{align*}
$$

Here, $\delta_{k, \ell}$ is the Kronecker symbol which equals 1 if $k=\ell$ and 0 otherwise.
This is a recursive definition of the functions $F_{k}$ : If the solutions $F_{\nu}$ of the functional equations are known for $\nu=0, \ldots, k-1$, then these solutions enter the functional equations for $F_{k}$ as perturbation functions. Also, the solution for $k=0$ is $F_{0}(x)=x+1$. It can be seen recursively that condition (12) is satisfied (with, for $k \geq 1, F_{k}(0)=0, F_{k}(1)=1$ and $\left.F_{k}\left(\frac{1}{2}\right)=-d_{k}\right)$, so that each $F_{k}$ is a continuous function on $[0,1]$. At the end of this section, we will say more about these functions.

Now, $S_{k}(n)$ can be given explicitly in terms of the continuous functions $F_{k}$ and the polynomials $q_{k}$. One just has to convert (65) via (57) into its exponential series and compare coefficients on both sides.

Writing

$$
\begin{equation*}
D(t)^{\log _{2}(x+1)} F(x ; t)=\sum_{k=0}^{\infty} \frac{f_{k}(x)}{k!} t^{k} \tag{70}
\end{equation*}
$$

we have

$$
\begin{equation*}
f_{k}(x)=\frac{1}{x+1} \sum_{\mu=0}^{k}\binom{k}{\mu} 2^{-\mu} q_{\mu}\left(-\log _{2}(x+1)\right) \cdot F_{k-\mu}(x) \tag{71}
\end{equation*}
$$

Note here that the function $t \mapsto D(t)^{\log _{2}(x+1)} F(x ; t)$ is, for $x=0$ and $x=1$, identical to 1 (use (48) and (58)). Therefore, $f_{k}(0)=f_{k}(1)=\delta_{k, 0}$ for all $k$, and the continuous function $f_{k}$ can be continuously extended to a 1-periodic function on $\mathbb{R}$.

Next from (65) we get, expanding $D(t)^{-\log _{2} n} \cdot D(t)^{\log _{2}(x+1)} F(x ; t)$ via (57),

$$
\begin{equation*}
S_{k}(n)=\sum_{\nu=0}^{k}\binom{k}{\nu} n 2^{-\nu} q_{\nu}\left(\log _{2} n\right) \cdot f_{k-\nu}(x) \tag{72}
\end{equation*}
$$

Note here that, if the right-hand side of (72) is sorted by powers of $\log _{2} n$, then each of these powers gets a factor which is a linear combination of the functions $f_{k}$, i.e., a continuous function in $x$ which can be continued 1-periodically to a continuous function on $\mathbb{R}$.

Now putting everything together, we get the following analog of the TrollopeDelange formula for power sums.

Theorem 2. Fix $k \geq 0$. Then for every $n \geq 0$ the identity

$$
\begin{equation*}
\frac{1}{n} S_{k}(n)=\frac{1}{x+1} \sum_{\nu+\mu+\lambda=k} \frac{k!}{\nu!\mu!\lambda!} 2^{-\nu-\mu} q_{\nu}\left(\log _{2} n\right) q_{\mu}\left(-\log _{2}(x+1)\right) F_{\lambda}(x) \tag{73}
\end{equation*}
$$

holds, where $x=\frac{n-p(n)}{p(n)}$, where the polynomials $q_{k}$ are given by the recursion (62), and where the functions $F_{k}$ are the uniquely determined continuous solutions on $[0,1]$ of the (recursive) system (68),(69).

In this representation, every power of $\log _{2} n$ is multiplied by some continuous function in $x$ which can be extended to a continuous, 1-periodic function on $\mathbb{R}$. The main term is $\left(\frac{\log _{2} n}{2}\right)^{k}$.

For $k=0$, we get $S_{0}(n)=n$; for $k=1$, we recover the original Trollope-Delange formula in the form (35). For $k=2$, we get

$$
\begin{align*}
\frac{1}{n} S_{2}(n)= & \frac{1}{4}\left(\log _{2} n\right)^{2}+\left(\frac{1}{4}-\frac{1}{2} \log _{2}(x+1)+\frac{1}{x+1} F_{1}(x)\right) \log _{2} n \\
& +\frac{1}{4} \log _{2}(x+1)^{2}-\frac{1}{4} \log _{2}(x+1)-\frac{\log _{2}(x+1)}{x+1} F_{1}(x)+\frac{1}{x+1} F_{2}(x) \tag{74}
\end{align*}
$$

The functions $F_{k}$ are interesting; Figures $1-2$ show $F_{1}-F_{4}$. Of course, $F_{1}$ is just the function $F$ appearing in the original Trollope-Delange formula; it is therefore a relation of the Takagi function $T$. In fact, all of the functions $F_{k}$ are linear combinations of certain functions $T_{k}$ investigated in [17], [1] and [10]. These are the partial derivatives of the de Rham function,

$$
\begin{equation*}
T_{k}(x)=\left.\frac{\partial^{k}}{\partial a^{k}} L_{a}(x)\right|_{a=\frac{1}{2}} \tag{75}
\end{equation*}
$$

that is,

$$
\begin{equation*}
L_{a}(x)=\sum_{k=0}^{\infty} \frac{T_{k}(x)}{k!}\left(a-\frac{1}{2}\right)^{k} \tag{76}
\end{equation*}
$$

It was proved in [1] that the continuous functions $T_{k}$ are nowhere differentiable; pictures of $T_{1}-T_{4}$ (resp. rescaled versions thereof) can also be found in [17] and [1]. Note that $T_{0}(x)=x$ and $T_{1}(x)=2 T(x)$ where $T$ is the Takagi function. An alternative recursive definition of the functions $T_{k}$ by way of functional equations of type $(10),(11)$ is also given in [1] (in a different but equivalent form) and [10], namely, for $k \geq 1$ and $x \in[0,1]$,

$$
\begin{align*}
T_{k}\left(\frac{x}{2}\right) & =\frac{1}{2} T_{k}(x)+k T_{k-1}(x) \quad \text { and }  \tag{77}\\
T_{k}\left(\frac{x+1}{2}\right) & =\frac{1}{2} T_{k}(x)+\delta_{k, 1}-k T_{k-1}(x) \tag{78}
\end{align*}
$$

Since $F(x ; t)$ and $L_{a}(x)$ are related by (52), we can set $a=\frac{1}{1+e^{t}}$ and then expand both sides of (52) into a power series around $t=0$. Comparing coefficients, we find
that $F_{k}$ is a linear combination of $T_{0}, \ldots, T_{k}$, namely

$$
\begin{equation*}
F_{k}(x)=\sum_{m=0}^{k} \frac{r_{k, m}}{m!} T_{m}(x) \quad \text { for } k \geq 1 \tag{79}
\end{equation*}
$$

where the coefficients $r_{k, m}$ come from the power series

$$
\begin{equation*}
e^{t}\left(\frac{1}{1+e^{t}}-\frac{1}{2}\right)^{m}=\sum_{k=0}^{\infty} \frac{r_{k, m}}{k!} t^{k} \tag{80}
\end{equation*}
$$

From this, an explicit representation for the $r_{k, m}$ can be worked out, namely

$$
\begin{equation*}
r_{k, m}=\left(-\frac{1}{2}\right)^{m} \sum_{\nu=0}^{k}\binom{k}{\nu} \frac{1}{2^{\nu}} \sum_{\mu=0}^{m}\binom{m}{\mu} q_{\nu}(-\mu)(-1)^{\mu} . \tag{81}
\end{equation*}
$$

Alternatively, the $r_{k, m}$ can also be computed recursively, as again follows from (80):

$$
\begin{gather*}
r_{k, 0}=1 \text { for } k \geq 0, \quad r_{0,1}=0 \text { and } r_{k, 1}=-d_{k}-\frac{1}{2} \text { for } k \geq 1 \text { and }  \tag{82}\\
r_{k, m}=\sum_{\nu=m-1}^{k-1}\binom{k}{\nu} r_{\nu, m-1} d_{k-\nu} \text { for } m \geq 2 \tag{83}
\end{gather*}
$$

Explicitly, we have

$$
\begin{gather*}
F_{1}(x)=T_{0}(x)-\frac{1}{4} T_{1}(x), \quad F_{2}(x)=T_{0}(x)-\frac{1}{2} T_{1}(x)+\frac{1}{16} T_{2}(x),  \tag{84}\\
F_{3}(x)=T_{0}(x)-\frac{5}{8} T_{1}(x)+\frac{3}{16} T_{2}(x)-\frac{1}{64} T_{3}(x), \tag{85}
\end{gather*}
$$

and so on.

## 6. The Number of Zeros

For comparison with the results in the previous section, we now give analogous representations for the exponential and power sums of the number of digits ' 0 ' in the binary expansions of the integers. Since the computations run along the same lines as those in the previous sections, they will be omitted here.

Denote

$$
\begin{align*}
s^{(0)}(j) & :=\sum_{i=0}^{\log _{2} p(j)} \delta_{a_{i}(j), 0} \quad \text { for } j \geq 1 \quad \text { and } s^{(0)}(0):=-1  \tag{86}\\
S^{(0)}(n ; t) & =\sum_{j=0}^{n-1} \exp \left(t \cdot s^{(0)}(j)\right) \quad \text { for } t \in \mathbb{R} \text { and }  \tag{87}\\
S_{k}^{(0)}(n) & =\sum_{j=0}^{n-1} s^{(0)}(j)^{k} \quad \text { for } k \in \mathbb{N} . \tag{88}
\end{align*}
$$

Setting $s^{(0)}(0)=-1$ in (86) has the effect of simplifying the formulas greatly. (For example, in our notation, the analog of formula (39) is again, $S^{(0)}(2 n ; t)=$ $\left(e^{t}+1\right) S^{(0)}(n ; t)$, while, without that normalization, we would get an extra summand of $1-e^{t}$.) Note, however, that this leads to values which may take some getting used to, such as

$$
\begin{equation*}
S_{1}^{(0)}(1)=-1, S_{1}^{(0)}(2)=-1, S_{1}^{(0)}(3)=0, S_{1}^{(0)}(4)=0 \tag{89}
\end{equation*}
$$

and so on.
Define the function $F^{(0)}(x ; t)$ as the continuous solution of the system

$$
\begin{align*}
F^{(0)}\left(\frac{x}{2} ; t\right) & =(1-D(t)) F^{(0)}(x ; t)+D(t) \quad \text { and }  \tag{90}\\
F^{(0)}\left(\frac{x+1}{2} ; t\right) & =D(t) F^{(0)}(x ; t)+e^{t} \tag{91}
\end{align*}
$$

This function is continuous in $x$ since condition (12) is satisfied with

$$
\begin{equation*}
F^{(0)}(0 ; t)=1, F^{(0)}(1 ; t)=e^{t}+1 \text { and } F^{(0)}\left(\frac{1}{2} ; t\right)=\frac{e^{2 t}+e^{t}+1}{e^{t}+1} \tag{92}
\end{equation*}
$$

It is in fact just a rescaled and re-parametrized version of the function $F(x ; t)=$ : $F^{(1)}(x ; t)$ from Section 4:

$$
\begin{equation*}
F^{(0)}(x ; t)=e^{2 t} F^{(1)}(x ;-t)+1-e^{2 t} \tag{93}
\end{equation*}
$$

Now the Trollope-Delange formula for $S^{(0)}(n ; t)$ is
$S^{(0)}(n ; t)=e^{-t} D(t)^{-\log _{2} p(n)} \cdot F^{(0)}(x ; t)=e^{-t} D(t)^{-\log _{2} n} \cdot D(t)^{\log _{2}(x+1)} \cdot F^{(0)}(x ; t)$
with $x=\frac{n-p(n)}{p(n)}$.
For the power sums, define for $k \geq 0$ the function $F_{k}^{(0)}(x)$ as the continuous solution of

$$
\begin{align*}
F_{k}^{(0)}\left(\frac{x}{2}\right) & =\frac{1}{2} F_{k}^{(0)}(x)+d_{k}-\sum_{\nu=0}^{k-1}\binom{k}{\nu} d_{k-\nu} F_{\nu}^{(0)}(x),  \tag{95}\\
F_{k}^{(0)}\left(\frac{x+1}{2}\right) & =\frac{1}{2} F_{k}^{(0)}(x)+1+\sum_{\nu=0}^{k-1}\binom{k}{\nu} d_{k-\nu} F_{\nu}^{(0)}(x) \tag{96}
\end{align*}
$$

Again, for $k=0$ the solution is $F_{0}^{(0)}(x)=x+1$, and for $k \geq 1$ we get $F_{k}^{(0)}(0)=0$, $F_{k}^{(0)}(1)=1$ and $F_{k}^{(0)}\left(\frac{1}{2}\right)=1+d_{k}$. Condition (12) is satisfied, so that all of these functions are continuous.

Now define a sequence $\left(q_{k}^{(0)}\right)$ of polynomials of degree $k$ and with leading coefficient 1 by

$$
\begin{equation*}
q_{0}^{(0)}(u)=1 \quad \text { and } \quad q_{k+1}^{(0)}(u)=2(u-1) q_{k}^{(0)}(u)-u q_{k}^{(0)}(u-1) \text { for } k \geq 0 \tag{97}
\end{equation*}
$$

If we write $q_{k}^{(1)}(u):=q_{k}(u)$ for the polynomials from the previous section, then we get the following Trollope-Delange analog for the power sums of the zero-counting function:

$$
\begin{equation*}
\frac{1}{n} S_{k}^{(0)}(n)=\frac{1}{x+1} \sum_{\nu+\mu+\lambda=k} \frac{k!}{\nu!\mu!\lambda!} 2^{-\nu-\mu} q_{\nu}^{(0)}\left(\log _{2} n\right) q_{\mu}^{(1)}\left(-\log _{2}(x+1)\right) F_{\lambda}^{(0)}(x) \tag{98}
\end{equation*}
$$

where $x=\frac{n-p(n)}{p(n)}$.
In particular, for $k=1$, we get

$$
\begin{equation*}
\frac{1}{n} S_{1}^{(0)}(n)=\frac{1}{2} \log _{2} n-1-\frac{1}{2} \log _{2}(x+1)+\frac{F_{1}^{(0)}(x)}{x+1} \tag{99}
\end{equation*}
$$

which is also, in a slightly different form, one of the results in [9]. Note that

$$
\begin{equation*}
F_{1}^{(0)}(x)=x+\frac{1}{2} T(x) \tag{100}
\end{equation*}
$$

because both sides of the equality are continuous functions which satisfy the same system of functional equations.

For $k=2$, we get

$$
\begin{align*}
\frac{1}{n} S_{2}^{(0)}(n)= & \frac{1}{4}\left(\log _{2} n\right)^{2}+\left(-\frac{3}{4}-\frac{1}{2} \log _{2}(x+1)+\frac{F_{1}^{(0)}(x)}{x+1}\right) \log _{2} n+\frac{1}{4} \log _{2}(x+1)^{2} \\
& +1+\frac{3}{4} \log _{2}(x+1)-\frac{\left(\log _{2}(x+1)+2\right)}{x+1} F_{1}^{(0)}(x)+\frac{1}{x+1} F_{2}^{(0)}(x) \tag{101}
\end{align*}
$$

Some papers dealing with the number of occurrences of "words" ('0'- ' 1 '-strings longer than just one letter) in the binary expansions of the integers distinguish between the number of occurrences "with overhang" and those "without overhang". Examples are [5], [12] or [11]. The quantity $S^{(0)}(n ; t)$ computed in this section would correspond to the formulas "without overhang". The corresponding quantity "with overhang" could be defined as

$$
\begin{align*}
s_{n}^{(0)}(j) & :=\sum_{i=0}^{\log _{2} p(n)} \delta_{a_{i}(j), 0} \quad \text { for } j \geq 0, n \geq 1  \tag{102}\\
\widetilde{S}^{(0)}(n ; t) & :=\sum_{j=0}^{n-1} \exp \left(t \cdot s_{n}^{(0)}(j)\right) \quad \text { for } t \in \mathbb{R}, n \geq 1 \tag{103}
\end{align*}
$$

It is, however, easy to see that

$$
\begin{equation*}
\widetilde{S}^{(0)}(n ; t)=S^{(0)}(n ; t)+\left(e^{t}+e^{-t}\right)\left(1+e^{t}\right)^{\log _{2} p(n)} \tag{104}
\end{equation*}
$$

so that there is no real difference between the two quantities in this case.
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Figure 1: The functions $F_{1}$ (left) and $F_{2}$ (right).


Figure 2: The functions $F_{3}$ (left) and $F_{4}$ (right).
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