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Abstract

Let f be a polynomial with integer coefficients such that f(n) is positive for any

positive integer n. We consider diverging sequences {xn} given by x0 = b and

xn+1 = fxn(a) for positive integers a and b. As a criterion of convergence in

the profinite completion Ẑ of the ring of integers, we show that such a sequence

converges to the limit independent of the initial value b if and only if f does not

induce a cyclic permutation of length p on Z/pZ for any prime number p. We also

show that b′-adic asymptotic approximations of the equation fx(a) = x hold in N
for some bases b′.

1. Introduction

In [5], J. Jiménez-Urroz and Yebra proved the following result.

Theorem 1.1 ([5], Theorem 1). For any positive integers a and b, there exists a

positive integer x such that

ax ≡ x mod b. (1)

Moreover, if b is valid (i.e., for every pair of prime numbers p and q such that p | b
and q | p − 1, we have q | b), then there exists a sequence of positive integers {xn}
such that

axn ≡ xn mod bn and xn = cnb
n−1 + xn−1 (0 ≤ cn < b) (2)

for every n.

As an example, they treated the case a = 7 and b = 10. It is easy to see that

b = 10 is a valid number: indeed, if p | 10 and q | (p − 1), then (p, q) = (5, 2) and
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q | 10. An expanding sequence of solutions of (1) in this situation is as follows:

73 ≡ 3 mod 10,
743 ≡ 43 mod 102,

7343 ≡ 343 mod 103,
...

7···3643331265511565172343 ≡ · · · 3643331265511565172343 mod 10n,
... .

The proof of Theorem 1.1 was constructive, that is, done by giving an algorithm

to obtain x. In [7], D. B. Shapiro and S. D. Shapiro proved the former part of

Theorem 1.1 independently, affording a more explicit form of the same algorithm.

They proved the following result.

Theorem 1.2 ([7], Corollary 2.11). For any positive integers a and b, the sequence

a, aa, aa
a

, a ↑↑ 4, ..., a ↑↑ n,... becomes stable modulo b for n� 0, where a ↑↑ n is

Knuth’s up-arrow notation introduced in [6]. Equivalently, the sequence converges

in the ring Zp of p-adic integers for every prime number p.

This implies that x = a ↑↑ n for n � 0 satisfies Equation (1). In addition, this

allows us to restate the above example as

lim
n→∞

7 ↑↑ n = · · · 3643331265511565172343 in Z2 × Z5.

We regard the above two theorems as results on the polynomial ax ∈ Z[x] from

the viewpoint of dynamical systems. For a self-map f : X → X on a set X and

a positive integer n, we denote the n-th iteration of f by fn. For an element

x of X, we define a map f ↑x: N → X by f ↑x (n) := fn(x), where N is the

set of positive integers. If X = N, then for every positive integer a, the map

f ↑a: N → N is again a self-map. Therefore we also can consider f ↑a↑b for

every positive integer b. If f(x) = ax, then we have f ↑1 (n) = an = a ↑ n and

f ↑1↑1 (n) = (f ↑1) ↑1 (n) = a ↑↑ n.

The purpose of this paper is to generalize Theorems 1.1 and 1.2 to more general

polynomials in Z[x]. The following theorem is the first aim of this paper.

Theorem 1.3. Let f be a polynomial of one variable with integer coefficients such

that f(N) ⊆ N. Then the following conditions are equivalent to each other:

(i) for any prime number p, the reduction map fp : Z/pZ→ Z/pZ is not a cyclic

permutation of length p;

(ii) for any positive integers a and b, if limn→∞ f ↑a↑b (n) = ∞ in R, then

the limit limn→∞ f ↑a↑b (n) exists in Zp for every prime number p and is

independent of b.
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We call a polynomial f ∈ Z[x] tower-stable if f satisfies either of the equivalent

conditions in the last theorem (this definition will be generalized in Definition 3.12).

Note that for every a ∈ N, f(x) = ax is tower-stable, because f(0) = 0. Therefore,

Theorem 1.3 implies Theorem 1.2.

To generalize the latter part of Theorem 1.1, we introduce the following variant

of the notion of valid number.

Definition 1.4. Let f be a tower-stable polynomial. A positive integer b is said to

be f -valid if b is valid and for every pair of prime numbers p and q such that p | b
and q | λf (p), we have that q | b, where λf (p) is the period of the reduction map

fp : Z/pZ→ Z/pZ.

Here we give some examples of tower-stable polynomials and f -valid numbers.

• A linear polynomial f(x) = ax + b is tower-stable if and only if any prime

factor of a − 1 divides b. In this case, a valid positive integer is also f -valid

because λf (p) | p− 1.

• A quadratic polynomial f(x) = ax2 + bx + c is tower-stable if and only if

(a, b, c) 6≡ (1, 0, 1), (0, 1, 1) mod 2 and for any odd prime divisor p of a, we

have p - b − 1 or p | c. The key of this fact is that the reduction fp is not

bijective if a 6≡ 0 mod p for any odd prime p.

• Suppose that a polynomial f ∈ Z[x] satisfies f(m) = f(n). Then f is tower-

stable if and only if the reduction fp is not a cyclic permutation for any prime

p such that p | m− n.

• The number lcm{1, . . . , n} or the number n!, or more generally any product of

nonzero powers of the first k primes, is f -valid for any tower-stable polynomial

f ∈ Z[x].

The following theorem is the second main result of this paper, which generalizes

the latter part of Theorem 1.1.

Theorem 1.5. Let f be a tower-stable polynomial. If b is f -valid, then there exists

a sequence of positive integers {xn} such that

fxn(a) ≡ xn mod bn and xn = cnb
n−1 + xn−1 (0 ≤ cn < b).

For example, we consider a polynomial f(x) = x2 + x + 3 and b = 10. The

polynomial f is tower-stable, because f(0) = f(−1) = 3. By direct computation,

we can see λf (5) = 2 and λf (2) = 1, which implies that 10 is f -valid. In this
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situation, we have the following example of the sequence xn in Theorem 1.5:

f3(0) ≡ 3 mod 10,
f43(0) ≡ 43 mod 102,
f243(0) ≡ 243 mod 103,

...
f ···636048243(0) ≡ · · · 636048243 mod 10n,

... .

The outline of the paper is as follows. In Section 2, We extend maps on N to

some maps on Ẑ, the profinite completion of Z. In Section 3, we use these extensions

to discuss dynamical systems on Ẑ. We prove a profinite version of Theorem 1.3

(Theorem 3.14), then obtain Theorem 1.3 as a corollary at the end of the section.

In Section 4, we give a more precise evaluation on the order of convergence to show

Theorem 1.5. In Section 5, we discuss remaining problems.

Below is a list of frequently used notions.
N the set of positive integers, {1, 2, 3, ...}
[n] the set {1, 2, 3, ..., n}
a | b a divides b, a is a divisor of b
Zn the ring Z/nZ
a the residue class of a
fn the n-th iteration of f
f ↑a (n) fn(a)
Zm,n the semigroup (N,+)/〈m ∼ m+ n〉
Ẑ the profinite completion of the integers, lim←−n Z/nZ
N̂ the semigroup (N ∪ Ẑ, +̂) (Proposition 2.1)

n̂ for n ∈ N, the image of n by the canonical embedding N→ Z→ Ẑ
f̂ for a map f : N→ X, the extension of f to N̂
α(n) max{pa | a ∈ N ∪ {0}, p is prime and pa divides n}
fn for a congruence preserving f : Ẑ→ Ẑ (Definition 3.5),

the reduction of f on Zn (Definition 3.3)

λf (n) for a congruence preserving f : Ẑ→ Ẑ,
the period of the reduction fn : Zn → Zn

f �s for a congruence stable f : Ẑ→ Ẑ (Definition 3.5),

the restriction of the map f̂ ↑s : N̂→ Ẑ to Ẑ ⊂ N̂

2. Profinite Completion of N

Let S be a finite quotient semigroup of (N,+) and let π : N → S be the quotient

map. The semigroup S is generated by π(1). Since S is finite, the set

PS := {(k, l) ∈ N2 | π(k) = π(k + l)}



INTEGERS: 22 (2022) 5

is nonempty. Let (m,n) = (mS , nS) be a pair of positive integers such that

n := min{l ∈ N | there exists k such that (k, l) ∈ PS} and

m := min{k ∈ N | (k, n) ∈ PS}.

We write [m − 1] := {a ∈ N | a ≤ m − 1} and Zn := Z/nZ. Then, S is uniquely

determined by m and n up to isomorphism and identified with the semigroup

Zm,n := ([m− 1] ∪ Zn, +̇). Here the operator +̇ is defined as

a +̇ b =

{
a+ b ∈ [m− 1] (a, b ∈ [m− 1] and a+ b < m),

a+ b ∈ Zn (otherwise).

The quotient map πm,n : N→ Zm,n is given by

πm,n(a) =

{
a ∈ [m− 1] (a < m),

a ∈ Zn (a ≥ m).

If m ≤ k and n | l, then there is a natural homomorphism φ(k,l),(m,n) : Zk,l → Zm,n.

The family ({Zm,n}, {φ(k,l),(m,n)}) of the semigroups and the homomorphisms gives

a projective system. We define the profinite completion N̂ of N to be the projective

limit of ({Zm,n}, {φ(k,l),(m,n)}). The semigroup N̂ has the following description

using Ẑ := lim←−n Zn.

Proposition 2.1. We have N̂ ∼= (N ∪ Ẑ , +̂), where

a +̂ b =

{
a+ b ∈ N (a, b ∈ N),

a+ b ∈ Ẑ (otherwise).

Proof. We can decompose every map φ(k,l),(m,n) as

φ(k,l),(m,n) = φ(k,n),(m,n) ◦ φ(k,l),(k,n).

Therefore, the definition of projective limit gives

N̂ = lim←−Zm,n = lim←−
n

lim←−
m

Zm,n.

We claim that

lim←−
m

Zm,n ∼= (N ∪ Zn, +̇), where a +̇ b =

{
a+ b ∈ N (a, b ∈ N),

a+ b ∈ Zn (otherwise).

Indeed, we can construct maps which are the inverses of each other as follows. One

is given by

lim←−
m

Zm,n 3 a = (am)m∈N 7→


am ∈ N (for the smallest m such that

am ∈ [m− 1], if any),

a1 ∈ Zn (otherwise).
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The other is given by:

N ∪ Zn 3 a 7→

{
(πm,n(a))m∈N (if a ∈ N),

(a)m∈N (if a ∈ Zn).

Then, it remains to show lim←−n(N∪Zn, +̇) = (N∪Ẑ, +̂), which follows from lim←−n Zn =

Ẑ.

There exists a unique multiplication on Zm,n induced by the projection πm,n :

N → Zm,n from the multiplication on N. It gives a stracture of semiring to Zm,n.

Furthermore, we regard Zm,n as a topological semiring given with the discrete

topology. Then, the projective limit N̂ also has a natural structure of semiring,

which is compact Hausdorff.

Remark 2.2. A sequence n1, n2, ... of positive integers converges to s ∈ Ẑ in N̂ if

and only if ni tends to infinity in R and the sequence n̂i converges to s in Ẑ (with

respect to the standard topology of Ẑ), where ·̂ : N→ Ẑ is the natural embedding.

Proposition 2.3. Let X be a metric space and let f : N→ X be a map. Then the

following conditions are equivalent.

(i) The map f can be extended to a continuous map f̂ : N̂→ X.

(ii) For all s ∈ Ẑ and for all sequence of positive integers {ni}i∈N which satisfy

ni → +∞ in R and n̂i → s in Ẑ as i → ∞, the limits limi→∞ f(ni) exist in

X and are independent of ni (i.e., the limit limi→∞ f(ni) depends only on s).

Proof. The fact that (i) implies (ii) follows by Remark 2.2 about the convergence of

sequence of positive integers on N̂. We show that (ii) implies (i). For every s ∈ Ẑ,

we take {ni}i∈N as in (ii) and set f̂(s) := limi→∞ f(ni). Thus, we get a well-defined

map f̂ : N̂ → X. We now show f̂ is continuous. Since N̂ is the projective limit

of a countable system of finite sets, N̂ is first-countable. Therefore, it is enough to

show that f̂ is sequentially continuous. Let {si}i∈N ⊂ Ẑ be a sequence such that

limi→∞ si = s ∈ Ẑ. Let us denote the metric on X by d and fix an arbitrary ε > 0.

We take sequences of positive integers {nij}i,j∈N such that for every i, nij → si in

N̂ as j → ∞. By (ii), we have d(f(nij), f(si)) <
ε
2 (j � 0). Thus, we can take a

sequence of positive integers {ji}i∈N such that d(f(niji), f(si)) <
ε
2 , niji > i and

niji ≡ si mod i!. Note that niji → +∞ in R and niji → s in Ẑ as i → ∞. Again

by (ii), we have d(f(niji), f(s)) < ε
2 (i � 0), thus d(f(si), f(s)) < ε (i � 0). This

proves that f̂ is sequentially continuous, hence continuous.

Corollary 2.4. Let X be a complete metric space, let f : X → X be a continuous

map and let x be a point in X. Then the following conditions are equivalent.

(i) The map f ↑x: N→ X can be extended to a continuous map f̂ ↑x : N̂→ X.
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(ii) For all s ∈ Ẑ and all sequence of positive integers {ni}i∈N which satisfy ni →
+∞ in R and n̂i → s in Ẑ as i → ∞, the limits limi→∞ fni(x) exist in X

and are independent of ni (i.e., the limits limi→∞ fni(x) depend only on s).

Definition 2.5. Let X be a complete metric space and f : X → X be a continuous

map. A point x in X is said to be a profinitely preperiodic point of f if x satisfies

one of the equivalent conditions of Corollary 2.4. The map f is said to be profinitely

preperiodic if every point x of X is a profinitely preperiodic point of f .

We see that x is a preperiodic point of f if and only if f ↑x factors through some

finite semigroup Zm,n; this is why we chose the term “profinitely preperiodic”.

For a profinitely preperiodic point x, we define fs(x) for s ∈ Ẑ by fs(x) :=

limi→∞ fni(x), where the integer sequence ni is taken as in (ii) of Corollary 2.4. If

f is profinitely preperiodic, then for every a, b ∈ N̂, we have fa ◦ f b = fa+b and

(fa)b = fab.

3. Dynamical System on Ẑ

Before discussing dynamical systems on Ẑ, we begin with reviewing basic facts on

finite dynamical systems. Let α : N→ N be a function of “the largest factor prime

power,” that is,

α(n) = max{pa | a ∈ N ∪ {0}, p is prime and pa divides n}.

By prime factorization, we can see α(lcm{ni}) = max{α(ni)} and α(mn) ≤ α(m)α(n).

Lemma 3.1. Let n be a positive integer, let F be a finite set of cardinality n and

let σ : F → F be a map.

(i) For every a ∈ F , there exist nonnegative integers k and l such that l ≥ 1,

σk(a) = σk+l(a) and k + l ≤ n.

(ii) For every a ∈ F , if σki(a) = σki+li(a) for i = 1, 2, then σk(a) = σk+l(a) holds

for (k, l) = (min{k1, k2}, gcd{l1, l2}).

(iii) For every a ∈ F , there exists an unique pair of nonnegative integers (k, l) such

that σk
′
(a) = σk

′+l′(a) if and only if k ≤ k′ and l | l′. (We denote this pair

by (ka, la).)

(iv) Let K = maxa∈F {ka} and L = lcma∈F {la}. Then σK
′

= σK
′+L′ if and only

if K ≤ K ′ and L | L′.

(v) We have K + α(L) ≤ n.
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Proof. (i) The assertion is obvious from the pigeonhole principle.

(ii) Without loss of generality, we assume k = k1. We take a pair of integers

(x, y) as xl1 + yl2 = l. Then, we have

σk
′+l(a) = σk

′+xl1+yl2(a) = σk
′
(a) (k′ � 0).

In particular, for k′ = k +Nl1, we have

σk+Nl1(a) = σk+Nl1+l(a) = σl(σk+Nl1(a)) (N � 0).

The assumption k = k1 implies σk+Nl1(a) = σk(a) for every N . Thus, we have

σk(a) = σl(fk(a)) = σk+l(a).

(iii) Let

k := min{k′ | σk
′
(a) = σk

′+l′(a) for some l′}
and

l := gcd{l′ | σk
′
(a) = σk

′+l′(a) for some k′}.
By (i) and (ii), the pair (k, l) satisfies the condition.

(iv) This is obvious from (iii).

(v) We have

K + α(L) = max ka + α(lcm la) = max ka + maxα(la) ≤ max ka + max la.

Let b, c ∈ F be elements such that max ka = kb and max la = lc . Let

Tb := {b, σ(b), ..., σkb−1(b)}
= {σk(b) | k ∈ N such that σk(b) 6= σk+l(b) for every l ∈ N},

Cc := {σkc(c), σkc+1(c), ..., σkc+lc−1(c)}
= {σk(c) | k ∈ N such that σk(c) = σk+lc(c)}.

Then, Tb and Cc are disjoint subsets of F , which shows kb + lc ≤ n.

Definition 3.2. Integers k = ka and l = la in (iii) of Lemma 3.1 are called the

tail length and the cycle length of σ on a respectively. Integers K and L in (iv) of

Lemma 3.1 are called the preperiod length and the period of σ respectively.

Definition 3.3. Let f : Ẑ→ Ẑ be a continuous map. A map P : N→ N is said to

be a period map of f if it satisfies one of the following equivalent conditions.

(i) For every s, t ∈ Ẑ and n ∈ N, if s ≡ t mod P (n) then f(s) ≡ f(t) mod n.

(ii) For every n ∈ N, there exists a map fn : ZP (n) → Zn that makes the following

diagram commutative:

Ẑ f−−−−→ Ẑy y
ZP (n)

fn−−−−→ Zn
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Here the vertical arrows are projections.

Maps fn are called reductions of f .

We note that Ẑ is metrizable with some metric which is invariant by transla-

tions of the form s 7→ s + c. Since Ẑ is compact, any continuous map Ẑ → Ẑ is

also uniformly continuous for such a metric, so every continuous map has a period

map. We also note that a period map of f is not uniquely determined by f in our

definition.

Proposition 3.4. Let P be a period map of f and let Q be a period map of g.

Then, Q ◦ P is a period map of f ◦ g. In particular, Pn is a period map of fn.

Proof. We check Condition (i) of Definition 3.3. If we take s, t ∈ Ẑ such that

s ≡ t mod Q(P (n)), then g(s) ≡ g(t) mod P (n) and hence f(g(s)) ≡ f(g(t))

mod n.

Definition 3.5. Let f : Ẑ→ Ẑ be a continuous map.

(i) The map f is said to be congruence stable if there exists a period map P of f

such that P k(n) = P k+1(n) (k � 0) for each positive integer n.

(ii) The map f is said to be congruence preserving if idN, the identity function on

N, is a period map of f .

Remark 3.6. Every polynomial in Ẑ[x] regarded as a map Ẑ → Ẑ is congruence

preserving, but not every congruence preserving map is a polynomial with Ẑ coef-

ficients, see [3] and [2].

Lemma 3.7. Let f : Ẑ→ Ẑ be a continuous map and let P be a period map of f .

Let k,m and n be positive integers such that

m = P k(n) = P k+1(n).

Let fm : Zm → Zm be the reduction of f and let K and L be the preperiod length

and the period of fm respectively.

Then, for every s, t ∈ Ẑ and u, v ∈ N such that s ≡ t mod m, u, v ≥ k +K and

u ≡ v mod L, we have f ↑s (u) ≡ f ↑t (v) mod n.

Proof. If we have u− k, v − k ≥ K and u− k ≡ v − k mod L, then

fu−k(s) ≡ fv−k(s) ≡ fv−k(t) mod m.

By Proposition 3.4, P k is a period map of fk. We obtain

fk(fu−k(s)) ≡ fk(fv−k(t)) mod n,

that is, f ↑s (u) ≡ f ↑t (v) mod n.
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Theorem 3.8. Let f : Ẑ → Ẑ be a congruence stable map. Then, f is profinitely

preperiodic.

Proof. We check Condition (ii) of Corollary 2.4. Let {ni} be a sequence of positive

integers such that ni →∞ in R and n̂i → s in Ẑ as i→∞ for some s ∈ Ẑ.

Firstly, we will show that the sequence {fni(s) = f ↑s (ni)}i converges, that is,

becomes eventually stable modulo n for an arbitrary positive integer n. We fix a

positive integer n. Since f is congruence stable, there is a period map P of f such

that P k(n) = P k+1(n) for some k. Then, we take K and L as in Lemma 3.7. By

the choice of the sequence {ni}, we have

ni, nj ≥ k +K and ni ≡ nj mod L (i, j � 0).

By Lemma 3.7, this implies

f ↑x (ni) ≡ f ↑x (nj) mod n (i, j � 0).

Thus, the sequence {f ↑x (ni) mod n}i become eventually stable.

Next, let {n′i} be another sequence such that n′i → ∞ in R and n̂′i → s in Ẑ as

i→∞. Then, by a similar argument, we have

lim
i→∞

f ↑s (ni) ≡ lim
i→∞

f ↑s (n′i) mod n

for every positive integer n. This means that

lim
i→∞

f ↑x (ni) = lim
i→∞

f ↑x (n′i)

in Ẑ.

By Corollary 2.4, we obtain a continuous map f̂ ↑s : N̂→ Ẑ. By Proposition 2.1,

we may regard the domain N̂ as N∪ Ẑ and denote the restriction f̂ ↑s|Ẑ : Ẑ→ Ẑ by

f �s. The map f �s is again continuous.

Proposition 3.9. Let f : Ẑ → Ẑ be a congruence stable map, let P be a period

map of f and let µ : N → N be a map. Suppose that for every n ∈ N, there exists

k ∈ N satisfying µ(n) = P k(n) = P k+1(n). Let λ : N→ N be the map such that

λ(n) = the period of the reduction fµ(n) : Zµ(n) → Zµ(n).

Then, λ is a period map of f �x for every x in Ẑ.

Moreover, for x, y, s ∈ Ẑ, if x ≡ y mod µ(n), then f �x (s) ≡ f �y (s) mod n.

Proof. We take s, t ∈ Ẑ such that t ≡ s mod λ(n). Let {ni} and {n′i} be sequences

of positive integers such that the limits in N̂ are s and t respectively. Then, by an

argument similar to one in the proof of Theorem 3.8, we have

f ↑x (ni) ≡ f ↑x (n′j) mod n (i, j � 0).
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Therefore, we have

f �x (t) ≡ f �x (s) mod n.

This shows the first assertion of the proposition.

We show the latter part. Let n be a positive integer and let ni be a sequence

of positive integers such that ni → s in N̂. By the assumption P (µ(n)) = µ(n), if

ni ≥ k then we have

fni−k(x) ≡ fni−k(y) mod µ(n)

for any x, y ∈ Ẑ such that x ≡ y mod µ(n). Then, by the assumption P k(n) = µ(n)

and Proposition 3.4, we have

f ↑x (ni) = fni(x)

≡ fni(y) mod n

= f ↑y (ni) (i� 0).

By passing to the limits, we obtain f �x (s) ≡ f �y (s) mod n.

We now discuss the case that f : Ẑ→ Ẑ is congruence preserving. We denote the

period of the reduction fn : Zn → Zn by λf (n), which defines a map λf : N → N.

We can restate Proposition 3.9 for congruence preserving functions as follows.

Proposition 3.10. Let f : Ẑ → Ẑ be congruence preserving and let s ∈ Ẑ. Then,

λf is a period map of f �s.

Now we shall evaluate λf .

Lemma 3.11. Let f : Ẑ→ Ẑ be congruence preserving and let p be a prime number.

The following conditions are equivalent to each other.

(i) We have λf (p) 6= p.

(ii) The reduction fp : Zp → Zp of f is not a cyclic permutation of length p.

(iii) For every x ∈ Zp, for the cycle length lx of fp on x is less than p.

(iv) We have α(λf (p)) < p.

Proof. ((i) implies (ii)) The contraposition is obvious.

((ii) implies (iii)) We show the contraposition. Assume that there is some x ∈ Zp
such that fkp (x) = fp

k+l(x) implies l ≥ p. Then x, fp(x), ..., (fp)
p−1(x) are distinct

elements of Zp and (fp)
p(x) = x, that is, fp is a cyclic permutation of length p.
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((iii) implies (iv)) Assume (iii). By Lemma 3.1 (iv), the period λf (p) of fp :

Zp → Zp satisfies

α(λf (p)) = α(lcm{lx | x ∈ Zp})
= max{α(lx) | x ∈ Zp}
≤ max{lx | x ∈ Zp}
< p.

((iv) implies (i)) The contraposition is obvious, because p is a prime number.

Definition 3.12. A congruence preserving function f : Ẑ→ Ẑ is said to be tower-

stable if f satisfies α(λf (p)) < p, i.e., Condition (iv) of Lemma 3.11, for every prime

number p.

Lemma 3.13. Let f be a congruence preserving map and let n, n′ be positive inte-

gers.

(i) We have lcm(λf (n), λf (n′)) = λf (lcm(n, n′)). In particular, if we have n | n′,
then we have λf (n) | λf (n′).

(ii) For every prime number p and every positive integer a, we have λf (pa+1) |
lcm{1, 2, . . . , p} · λf (pa).

(iii) We have λkf (n) = λk+1
f (n) (k � 0).

(iii’) If f is tower-stable, then we have λkf (n) = 1 (k � 0).

Proof. (i) We show that for each positive integer N , λf (lcm(n, n′)) | N if and only

if λf (n) | N and λf (n) | N . By Lemma 3.1 (iv), for positive integers N and ν, we

have λf (ν) | N if and only if

fM (x) ≡ fM+N (x) mod ν (M � 0) for all x ∈ Ẑ.

Thus, the problem is reduced to show that

fM (x) ≡ fM+N (x) mod lcm(n, n′) (M � 0) for all x ∈ Ẑ if and only if

fM (x) ≡ fM+N (x) mod n and fM (x) ≡ fM+N (x) mod n′ (M � 0) for all x ∈ Ẑ.

This follows from the Chinese remainder theorem.

(ii) Let π : Ẑ � Zpa and πa : Zpa+1 � Zpa be the cannonical surjections. Let

s ∈ Ẑ and t = fk(s). We put

T := π−1a (π(t)) = {t+ cpa | 0 ≤ c < p} ⊂ Zpa+1 .
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Let l := λf (pa) and let k be the preperiod length of the reduction fpa : Zpa → Zpa .

For every t′ ∈ T , from t = fk(s), it follows that

f l(t′) ≡ f l(t) mod pa

= fk+l(s)

≡ fk(s) mod pa

= t,

which shows f l(T ) ⊂ T . Therefore by Lemma 3.1 (i), there exists kt and lt such

that

f lkt(t) ≡ f l(kt+lt)(t) mod pa+1 and kt + lt ≤ card(T ) = p.

Since kt ≤ p and lt | lcm{1, 2, ..., p} = lcm[p], we have

fk+lp(s) = f lp(t)

≡ f l(p+lcm[p])(t) mod pa+1

= fk+lp+l·lcm[p](s).

Thus, Lemma 3.1 (iv) leads to

λf (pa+1) | l lcm[p] = λf (pa)lcm[p].

(iii) We use the induction on α(n). The case α(n) = 1 is obvious. Let us assume

that the assertion holds for every m with α(m) < pa and consider n with α(n) = pa.

By (ii), we have

α(λf (pa)) ≤ p · α(λf (pa−1)).

Thus, we have

α(λf (pa)) ≤ p · α(λf (pa−1)) ≤ · · · ≤ pa−1α(λf (p)) ≤ pa. (3)

Hence by (i), we have

α(λf (n)) ≤ α(n).

The case α(λf (n)) < α(n) is evident from the assumption of the induction. Let us

assume α(λf (n)) = α(n) = pa, that is, α(λf (pa)) = pa. We put λf (pa) = cpa. By

(i) of this lemma, we have

λf (n) = lcm

{
λf (pa), λf

(
n

pa

)}
= lcm

{
pa, c, λf

(
n

pa

)}
.

By applying (i) inductively, we obtain

λkf (n) = lcm

{
pa, c, λf (c), ..., λk−1f (c), λkf

(
n

pa

)}
.



INTEGERS: 22 (2022) 14

Since α(c) and α (n/pa) are both less than pa, by the assumption of the induction,

λkf (n) is eventually constant.

(iii’) Assertion (ii) and the inequality α(λf (p)) < p lead to the strict inequality

in Equation (3), α(λf (pa)) < pa. Thus, we have α(λf (N)) < α(N) for every N > 1.

Therefore, we have

α(λkf (n)) = 1 (k � 0),

that is, λkf (n) = 1 (k � 0).

Theorem 3.14. Let f : Ẑ→ Ẑ be congruence preserving and let s ∈ Ẑ. Then, the

map f �s is profinitely preperiodic. Moreover, if f is tower-stable, then f �s �t is a

constant function and independent of t.

Proof. By Proposition 3.10, λf is a period map of the map f �s. Therefore, by

Lemma 3.13 (iii), f �s is congruence stable. Theorem 3.8 shows that f �s is

profinitely preperiodic.

We now assume that f is tower-stable. By Lemma 3.13 (iii’), we can apply

Proposition 3.9 to f �s and λf with the constant functions µ(n) = 1 and λ(n) = 1.

We therefore obtain that if t ≡ t′ mod 1 and u ≡ u′ mod 1, then for every n,

f �s �t (u) ≡ f �s �t (u′) mod n

≡ f �s �t′ (u′) mod n.

Thus, we have f �s �t (u) = f �s �t′ (u′) for any t, t′, u, u′ ∈ Ẑ.

Proof of Theorem 1.3. ((i) implies (ii)) Let ·̂ : Z→ Ẑ, a 7→ â be the natural embed-

ding. For a given polynomial f(x) =
∑
aix

i ∈ Z[x], set f̂(x) :=
∑
âix

i ∈ Ẑ[x]. Let

F : N̂→ N̂ be a map such that

F (n) =

{
f ↑a (n) = fn(a) ∈ N (n ∈ N),

f̂ �â (n) =
̂̂
f ↑â(n) ∈ Ẑ (n ∈ Ẑ).

Let {ni} be a sequence of positive integers such that ni →∞ in R and ni → s ∈ Ẑ
in Ẑ as i→∞. Then, we have

F̂ (ni) = f̂ni(a) = f̂ni(â) = f̂ ↑â (ni)→ f̂ �â (s) = F (s) in Ẑ (i→∞).

If there exists a sequence F (ni) 9 ∞ in R, then F (ni) = F (ni′) holds for some

distinct positive integers i and i′. Namely, a is a preperiodic point of f . Therefore

the function f ↑a is bounded on N and Assertion (ii) holds automatically.

Therefore we can assume that F (ni) → ∞ in R, which implies that the map F

is continuous on N̂. By Lemma 3.11 and Theorem 3.14, there exists t ∈ Ẑ such that

the following equation holds for any s ∈ Ẑ:

Fn(s) = (f̂ �â)n(s)→ t (n→∞).
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We note that this is equivalent to

∞⋂
n=1

Fn(Ẑ) = {t},

because Ẑ is compact and Hausdorff.

Let b be a positive integer. We assume Fn(b) 9 t, or equivalently that there

exists a neighborhood N of t in Ẑ and a subsequence Fn1(b), Fn2(b), ... of {Fn(b)}
such that the sequence {ni} is increasing and {Fni(b)} ∩N = ∅.

Since Ẑ is compact and metrizable, there exists a converging subsequence {Fnk(i)(b)}i
of {Fni(b)}i which converges to s ∈ Ẑ. We write m(i) = nk(i).

We fix a positive integer i. We have

Fm(i)(Fm(i+j)−m(i)(b)) = Fm(i+j)(b)→ s (j →∞). (4)

Again from the fact that Ẑ is compact and metrizable, we can take a converging

subsequence of the sequence {Fm(i+j)−m(i)(b)}j . Let the limit of the subsequence

be s′i ∈ Ẑ. By Equation (4), we have Fm(i)(s′i) = s.

Therefore, we obtain

s ∈
∞⋂
i=1

Fm(i)(Ẑ) =

∞⋂
n=1

Fn(Ẑ) = {t},

which is a contradiction. Thus, for any b, Fn(b) = f ↑a↑b (n) converges to the same

t ∈ Ẑ =
∏
p Zp and Assertion (ii) follows.

((ii) implies (i)) We prove the contraposition. We assume that for a prime number

p and an integer x, f b(x) ≡ f c(x) mod p if and only if b ≡ c mod p for any positive

integers b and c. Then, for every a ∈ N, the map f ↑a: N→ N induces the bijection

(f ↑a)p : Zp → Zp. The assumption also shows that f is a non-constant polynomial.

Therefore, there exists a ∈ N such that for every b ∈ N, limn→∞ f ↑a↑b (n) =∞ in

R.

If (f ↑a)p has two or more cycles, then we take b, b′ ∈ N which map into distinct

cycles of (f ↑a)p. In particular, for every n, we have

f ↑a↑b (n) = (f ↑a)n(b) 6≡ f ↑a↑b′ (n) mod p.

This contradicts to the independence of the limit limi→∞ f ↑a↑b (n) from b in (ii).

If (f ↑a)p is a permutation with only one cycle, then its cycle length is p and

f ↑a↑b is also a permutation on Zp. Therefore, the sequence {f ↑a↑b (n) mod p}n
cannot be eventually stable.
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4. Period Maps of Iterated Polynomial

Throughout this section, we assume that f(x) =
∑
i cix

i ∈ Z[x] is a tower-stable

polynomial. For every integer a, let κf,a(n) (resp. λf,a(n)) be the tail (resp. cycle)

length on a ∈ Zn of the reduction fn : Zn → Zn of f . To show Theorem 1.5,

we evaluate λf,a and κf,a. Evaluation of λf,a was established by Fan and Liao in

[4], in a context of p-adic dynamics. On the other hand, they evaluated κf,a only

implicitly in the process of evaluating λf,a. We re-evaluate the tail length along

their method. We use the following Lemmas 4.1 and 4.2.

Lemma 4.1. Let a, c, n be positive integers and let p be a prime number. Then we

have that

(i) f(a+ cpn) ≡ f(a) + cf ′(a)pn mod pn+1 and

(ii) (chain rule) (fn)′ =
∏n−1
i=0 f

′ ◦ f i

where g′ denotes the derivative of g for each polynomial g.

Proof. (i) By the Taylor expansion of f around a, we can see that there exists a

polynomial h such that

f(a+ x)− (f(a) + xf ′(a)) = x2h(x, a).

This formula also shows that the coefficients of h are integers. By substituting

x = cpn, we obtain the assertion.

(ii) The assertion is evident.

Lemma 4.2. Let p be a prime number, let g(x) = bx + c ∈ Z[x] be a linear

polynomial and let s be an integer. Then we have

λg,s(p) |

{
1 (b ≡ 0 mod p),

p (b ≡ 1 mod p)
and κg,s(p) ≤

{
1 (b ≡ 0 mod p),

0 (b ≡ 1 mod p).

Proof. The assertion is evident. More general case is shown in [4, Lemma 1].

In what follows, we fix a positive integer a. We denote κf,a by κ, and λf,a by λ.

We define the mod p multiplier of f on a to be

µp := (fλ(p))′(fκ(p)(a)) =

λ(p)−1∏
i=0

f ′(fκ(p)+i(a)).

Theorem 4.3 ([4]). Let k be a positive integer and let p be a prime number.

(i) If µp ≡ 0 mod p, then we have λ(pk) = λ(p) and κ(pk) ≤ κ(p)+(k−1) ·λ(p).
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(ii) If µp 6≡ 0 mod p, then we have κ(pk) = κ(p) and λ(pk) | λ(p) · (p− 1) · pk−1.

Proof. From Lemma 3.1 and the evident inequality κ(pk) ≥ κ(p), it is enough to

show the claim that fK+L(a) ≡ fK(a) mod pk for

(K,L) =

{
(κ(p) + (k − 1) · λ(p), λ(p) ) if µp ≡ 0 mod p,
(κ(p), λ(p) · (p− 1) · pk−1 ) if µp 6≡ 0 mod p.

(5)

We show this by induction on k. The case k = 1 is evident. We take a pair (K,L)

as above and assume that they satisfy

fK+L(a) ≡ fK(a) mod pk.

Putting t := fK(a), we obtain

t ≡ fL(t) mod pk.

We put fL(t) = cpk + t. Applying Lemma 4.1 (i) to fL, we obtain

fL(t+ spk) ≡ s(fL)′(t)pk + cpk + t mod pk+1

= ((fL)′(t)s+ c)pk + t.

Namely, if we write g(s) := (fL)′(t)s+ c, then

fL(t+ spk) ≡ t+ g(s)pk mod pk+1.

This implies

(fL)n(t+ spk) ≡ t+ gn(s)pk mod pk+1.

Therefore, if gm(s) ≡ gm+n(s) mod p for some m and n, then we have

(fL)m(t) ≡ (fL)m+n(t) mod pk+1. (6)

Applying Lemma 4.1(ii) to fL, we have:

(fL)′(t) =
L−1∏
i=0

f ′(f i(t))

=

L
λ(p)
−1∏

i=0

λ(p)−1∏
j=0

f ′(f iλ(p)+j(t))

≡

L
λ(p)
−1∏

i=0

λ(p)−1∏
j=0

f ′(fκ(p)+j(a)) mod p

= µ
L
λ(p)
p

=

{
µp ≡ 0 mod p (µp ≡ 0 mod p),

µ
(p−1)·pk−1

p ≡ 1 mod p (µp 6≡ 0 mod p).
(7)
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Here the first congruence follows from equalities

f iλ(p)(t) = f iλ(p)+K(a) = f i
′λ(p)+κ(p)(a) ≡ fκ(p)(a) mod p

and the fact that f j and f ′ are polynomials in Z[x], in particular, congruence

preserving. We also note that the last congruence in Equation (7) for the case

µp 6≡ 0 mod p follows from Fermat’s little theorem. Applying Lemma 4.2 to g(s) =

(fL)′(t) · s+ c, by Equation (7), we obtain gm(s) ≡ gm+n(s) mod p for

(m,n) =

{
(1, 1) (µp ≡ 0 mod p),

(0, p) (µp 6≡ 0 mod p).

By substituting the above pair (m,n), t = fK(a) and Equation (5) into Equation

(6), we complete the proof of theorem and hence the one of the theorem.

Remark 4.4. In [4], Fan and Liao evaluated for λ(n) more precisely. In their

classification, the first assertion of Theorem 4.3 corresponds to the case “grow tails”

and the second assertion corresponds to the cases “grows”, “splits” and “partially

splits.” They gave a precise evaluation of λ(n) each case of their classification, and

the other assertions of Theorem 4.3 easily follow from their arguments.

Proposition 4.5. Let p be a prime number. If µp ≡ 0 mod p, then the p-adic part

of f �a (s) is algebraic number for every s ∈ Ẑ. Here the p-adic part means the

image of an element of Ẑ by the projection Ẑ→ Zp.

Proof. Let s′ be a positive integer such that s′ > κ(p) and s′ ≡ s mod λ(p). By

Theorem 4.3, for every k ∈ N, we have

fkλ(p)+s
′
(a) ≡ f (k+1)λ(p)+s′(a) mod pk.

Therefore, the sequence {xk := fkλ(p)+s
′
(a)} converges in Zp as k → ∞. Since

xk+1 = fλ(p)(xk), if we put x := limk→∞ xk, then fλ(p)(x) = x. We conclude that

x is algebraic over Q.

For every increasing sequence of positive integers {ni}i such that ni → s in

N̂ as i → ∞, {fni(a)}i is a subsequence of {xk} for i � 0. Thus, the number

f �a (s) = limi→∞ fni(a) = x is algebraic.

Proposition 4.6. Let b be an f -valid number. Then, we have λf (bn) | bn for every

sufficiently large n.

Proof. From Lemma 3.13 and Theorem 4.3,

λf (bn) = lcmpa|b{λf (pan)} | lcmpa|b{λf (p) · (p− 1) · pan}.

For a p with p | b, if we write λf (p) · (p− 1) =
∏
qrii is the prime factorization, then

since b is f -valid, we have qi | b for every qi. Therefore, if we put N = maxp maxqi ri,

then we have λf (p) · (p − 1) · pan | bn for every prime power divisor pa of b and

integer n ≥ N .
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Lemma 4.7. Let κ and λ be positive integers, let p be a prime, let x ∈ Zp be a

p-adic integer which is algebraic over Q and let {xn} be a nondecreasing sequence

of positive integers such that xn ≡ x mod pn. If {xn} is not eventually constant,

then we have

xn ≥ λn+ κ

for every sufficiently large n.

Proof. Let F be a polynomial with integer coefficients such that F (x) = 0. Since

xn ≡ x mod pn, we obtain

F (xn) ≡ F (x) = 0 mod pn.

We have F (xn) 6= 0 (n � 0), because xn is nondecreasing and not eventually

constant. It follows that

|F (xn)| ≥ pn

and

xn ≥ C1 · pn/ degF > C2 · n (n� 0)

for some constants C1 and C2.

Proof of Theorem 1.5. By Theorem 3.14, we can take the limit

x = lim
k→∞

f �a↑t (k),

which satisfies f �a (x) = x. Write the expansion of the b-adic part of x as

x = c0 + c1b+ c2b
2 + ...+ cnb

n + ... , where 0 ≤ cn < b.

Let xn| be the positive integers given by the first n digits of the expansion, that is,

xn| := c0 + c1b+ c2b
2 + ...+ cn−1b

n−1.

Then, the sequence {xn|} is nondecreasing. We now assume that the sequence xn|
is not eventually constant and show the inequality

κ(bn) ≤ xn| (n� 0). (8)

To see this, we first note that κ(bn) = maxpa|b{κ(pan)} by a similar argument as

one in the proof of Lemma 3.13 (i). By Theorem 4.3, for some integers l, k, we have

κ(bn) ≤ ln+ k (n� 0). (9)

Moreover, if µp 6≡ 0 mod p for every p | b, then Formula (9) holds for l = 0 and

Formula (8) follows obviously. Now we assume µp ≡ 0 mod p for some p. By

Proposition 4.5, the p-adic component of x is algebraic, and xn| ≡ x mod pn by



INTEGERS: 22 (2022) 20

the definition of xn|. Thus, by Lemma 4.7, xn| > ln + k (n � 0). Combining this

with Formula (9) gives Formula (8).

By Proposition 4.6, xn| ≡ x mod bn implies

xn| ≡ x mod λ(bn) (n� 0). (10)

From Formulae (8) and (10),

fxn|(a) ≡ fx(a) mod bn (n� 0)

= x

≡ xn| mod bn.

Therefore, if we fix a sufficiently large N and put

xn :=

{
xN | (n ≤ N),

xn| (otherwise),

then we have

fxn(a) ≡ xn mod bn and xn = c′nb
n−1 + xn−1 (0 ≤ c′n < b),

which is the required condition in Theorem 1.5.

When xn| is eventually constant, then denoting that constant by x′, We replace

xn| by xn| := x′ + bn and apply the above argument. (In this case, the argument

is easier, because Formula (9) and the definition of xn| induce directly Formula

(8).) This shows the desired assertion in this case and completes the proof of the

theorem.

5. Remaining Problems

All problems about the sequences a ↑↑ n raised in [7] can be generalized to iterated

polynomial. The most interesting one might be the following problem concerning

∞f(a) := lim
n→∞

f ↑a↑b (n) ∈ Ẑ.

Problem 1. Are ∞f(a) irrational, and transcendental over Q except trivial coun-

terexamples such as ∞f(a) ∈ N and the case µp ≡ 0 mod p (see Proposition 4.5)?

Are there some nontrivial algebraic, or analytic correlations among the number

{∞f(a)}f,a?

Relatively many of polynomials are tower-stable. Theorem 3.14 and Lemma 3.11

(ii) give the ratio Ctow of tower-stable function among all congruence preserving
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functions as

Ctow :=

∫
Cong(Ẑ)

{f | f is tower-stable} dµ

=
∏
p

∫
Cong(Zp)

{f | f is not a cycle permutation of length p} dµp

=
∏
p

(
1− (p− 1)!

pp

)
∼ 0.688,

where Cong(Ẑ) denotes the set of all congruence preserving functions and Cong(Zp)

denotes the set of their reductions. The measures µ and µp are the additive Haar

probability measures. It would be interesting to ask the following.

Problem 2. Is Ctow a transcendental number?

In Section 4, we focused on polynomials f . However, there exist congruence

preserving maps on N which are not polynomial. The map n 7→ denn!e considered

in [2] is such an example. It is natural to consider the following problem.

Problem 3. Does Theorem 1.5 hold for every congruence preserving map?
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