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#### Abstract

Benford's Law describes the prevalence of small numbers as the leading digits of numbers in many sets of integers. We prove a variant of Benford's law for many positive-density subsets of the primes. This follows from a more general result over number fields.


## 1. Introduction and Statement of Results

In 1881, astronomer Simon Newcomb noticed that the pages in his table of logarithms beginning with the digit 1 were more worn than others. [1] This phenomenon is surprising compared to the naive assumption that wear should be equidistributed across digits. Frank Benford formalized Newcomb's observation in the 1930s as Benford's Law, which states that entries with leading digit $d \in\{1, \cdots, 9\}$ should appear with probability $\log _{10}\left(1+d^{-1}\right)$. Some examples of sets consistent with this leading digit pattern include the population statistics of countries, the molecular weights of chemical compounds, election data, and pandemic infection rates [2]. The set of integers does not conform to Benford's Law, as

$$
\liminf _{x \rightarrow \infty} \frac{1}{x} \sum_{\substack{n \leq x, n \text { begins } \\ \text { with digit } 1}} 1=\frac{1}{9} \quad \text { and } \quad \limsup _{x \rightarrow \infty} \frac{1}{x} \sum_{\substack{n \leq x, n \text { begins } \\ \text { with digit } 1}} 1=\frac{5}{9}
$$

Despite this, the set of integers does conform to Benford's Law logarithmically, namely

$$
\lim _{x \rightarrow \infty} \frac{1}{\log x} \sum_{\substack{n \leq x, n \\ \text { begins } \\ \text { with digit } d}} \frac{1}{n}=\log _{10}\left(1+d^{-1}\right)
$$

Similarly, the set of primes does not conform to this law. In particular, if
$\pi_{10, d}(x):=\#\{$ prime $p \leq x: p$ 's base-10 expansion begins with the digit $d\}$

[^0]and $\pi(x)=\#\{p \leq x: p$ prime $\}$, then
$$
\liminf _{x \rightarrow \infty} \frac{\pi_{10,1}(x)}{\pi(x)}=\frac{1}{9} \quad \text { and } \quad \limsup _{x \rightarrow \infty} \frac{\pi_{10,1}(x)}{\pi(x)}=\frac{5}{9}
$$

Nevertheless, Whitney [3] proved that

$$
\lim _{x \rightarrow \infty} \frac{1}{\sum_{p \leq x} \frac{1}{p}} \sum_{\substack{p \leq x \\ p \text { begins } \\ \text { with digit } d}} \frac{1}{p}=\log _{10}\left(1+d^{-1}\right)
$$

We prove a generalization of Whitney's result for subsets of the primes; this result follows from a general theorem that holds over number fields. Let $K$ be an number field, and let $\mathrm{N}=\mathrm{N}_{K / \mathbb{Q}}$ be the absolute norm of $K$ over $\mathbb{Q}$. Let $\mathcal{P}$ be the set of prime ideals in $K$, and let $\mathcal{A}$ be a subset of $\mathcal{P}$. We now define logarithmic density $d(\mathcal{A})$ of $\mathcal{A}$ to be the common value of

$$
\overline{d(\mathcal{A})}=\limsup _{x \rightarrow \infty} \frac{1}{\log \log x} \sum_{\substack{\mathfrak{p} \in \mathcal{A} \\ \mathrm{N} \leq x}} \frac{1}{\mathrm{~Np}} \quad \text { and } \quad \underline{d(\mathcal{A})}=\liminf _{x \rightarrow \infty} \frac{1}{\log \log x} \sum_{\substack{\mathfrak{p} \in \mathcal{A} \\ \mathrm{N} \mathfrak{p} \leq x}} \frac{1}{\mathrm{~Np}}
$$

if they equal each other. Note that by the prime ideal theorem, we have that

$$
\sum_{\mathrm{N} \mathfrak{p} \leq x} \frac{1}{\mathrm{~N} \mathfrak{p}} \sim \log \log x
$$

Theorem 1. Let $K$ be a number field, let $\mathcal{P}$ be the set of prime ideals of $K$, and let $\mathcal{A} \subseteq \mathcal{P}$ be a subset such that there exist constants $\delta \geq 0$ and $C \in \mathbb{R}$ (both depending at most on $\mathcal{A}$ ) such that

$$
\begin{equation*}
\left|\sum_{\substack{\mathfrak{p} \in \mathcal{A} \\ \mathrm{N} \leq x}} \frac{1}{\mathrm{~Np}}-\delta \log \log x-C\right|=o\left(\frac{1}{\log x}\right) \tag{1}
\end{equation*}
$$

Let $b \geq 2$ be an integer, and let $\mathcal{A}_{b, S}$ be the subset of $\mathcal{A}$ consisting of prime ideals whose norms have a base-b expansion beginning with a string $S$ of $m$ base-b digits $a_{1}, \ldots, a_{m}$ with $a_{1} \neq 0$. Then we have that

$$
d\left(\mathcal{A}_{b, S}\right)=\delta \log _{b}\left(1+S^{-1}\right)
$$

Note that it is not sufficient that the set $\mathcal{P}$ simply has a logarithmic density; we must require that our error term is stronger, that $o\left(\frac{1}{\log x}\right)$.

In particular, Theorem 1 can be used to study the significant digits of norms of prime ideals occurring in the Chebotarev density theorem.

Corollary 1. Let $K$ be a number field and $L$ a normal extension of $K$ with Galois group $G=\operatorname{Gal}(L / K)$. Let $\mathcal{A}$ be the set of unramified primes $\mathfrak{p}$ in $K$ with Artin symbol $\left(\frac{L / K}{\mathfrak{p}}\right)=C$. Then we have

$$
d\left(\mathcal{A}_{b, S}\right)=\frac{|C|}{|G|} \log _{b}\left(1+S^{-1}\right)
$$

Proof. By the effective form of the Chebotarev density theorem due to Lagarias and Odlyzko [4] we know that

$$
\pi_{C}(x, L / K)=\frac{|C|}{|G|} \operatorname{Li}(x)+o\left(\frac{x}{(\log x)^{2}}\right)
$$

We find via Abel summation that there exists a constant

$$
c_{L / K}=\int_{2}^{\infty}\left(\pi_{C}(y, L / K)-\frac{|C|}{|G|} \operatorname{Li}(y)\right) \frac{d y}{y^{2}}+\frac{|C| \operatorname{Li}(2)}{2|G|}-\frac{|C|}{|G|} \log \log 2
$$

depending at most on $L / K$, such that

$$
\sum_{\substack{\mathfrak{p} \in \mathcal{A} \\ \mathrm{N} \mathfrak{p} \leq x}} \frac{1}{\mathrm{~Np}}=\frac{|C|}{|G|} \log \log x+c_{L / K}+o\left(\frac{1}{\log x}\right)
$$

Therefore, $\mathcal{A}$ satisfies condition (1) and by Theorem 1.1 we obtain

$$
d\left(\mathcal{A}_{b, S}\right)=\frac{|C|}{|G|} \log _{b}\left(1+S^{-1}\right)
$$

We now state some applications of Corollary 1.
Example 2. Let $a$ and $q$ be coprime integers, $K=\mathbb{Q}$, and $L=\mathbb{Q}\left(e^{2 \pi i / q}\right)$. We have that $\operatorname{Gal}(L / K) \cong(\mathbb{Z} / q \mathbb{Z})^{\times}$, and $\left(\frac{L / K}{p}\right)=\{a\}$ if and only if $p \equiv a(\bmod q)$. Since $\left|(\mathbb{Z} / q \mathbb{Z})^{\times}\right|$is given by Euler's totient function $\varphi(q):=\prod_{p \mid q}\left(1-p^{-1}\right)$, we have that if $\mathcal{A}=\{p$ prime : $p \equiv a(\bmod q)\}$, then

$$
d\left(\mathcal{A}_{b, S}\right)=\frac{1}{\varphi(q)} \log _{b}\left(1+S^{-1}\right)
$$

Note, by setting $q=1$ and choosing $S \in\{1, \ldots, 9\}$, we recover Whitney's result.
Example 3. The following table gives the numerics for the value of the logarithmic density of primes $p \equiv 1(\bmod 5)$ where $p$ 's base-10 expansion begins with digit 1 . Our expected value, found in the rightmost column, is due to Example 2.

| $x$ | $10^{5}$ | $5 \times 10^{5}$ | $10 \times 10^{5}$ | $15 \times 10^{5}$ | $2 \times 10^{6}$ | Expected |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d=1$ | $0.068 \ldots$ | $0.071 \ldots$ | $0.069 \ldots$ | $0.071 \ldots$ | $0.072 \ldots$ | $0.075 \ldots$ |

Note that the rate of convergence for this sum generally is extremely slow. The above result is an outlier as it approaches its expected value at a relatively fast rate. Below is a table giving the logarithmic density of primes $p$ whose base- 10 expansion begins with the digit $d$. The expected value, found in the rightmost column, is due to Whitney's result. Note in particular that in the case of $d=2$, the value $\frac{1}{2}$ skews our sum significantly.

| $x$ | $2 \times 10^{7}$ | $4 \times 10^{7}$ | $6 \times 10^{7}$ | $8 \times 10^{7}$ | $10^{8}$ | Expected |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d=1$ | $0.263 \ldots$ | $0.259 \ldots$ | $0.257 \ldots$ | $0.256 \ldots$ | $0.254 \ldots$ | $0.301 \ldots$ |
| $d=2$ | $0.281 \ldots$ | $0.286 \ldots$ | $0.283 \ldots$ | $0.282 \ldots$ | $0.281 \ldots$ | $0.176 \ldots$ |
| $d=3$ | $0.192 \ldots$ | $0.195 \ldots$ | $0.194 \ldots$ | $0.193 \ldots$ | $0.192 \ldots$ | $0.125 \ldots$ |
| $d=4$ | $0.066 \ldots$ | $0.065 \ldots$ | $0.069 \ldots$ | $0.069 \ldots$ | $0.068 \ldots$ | $0.097 \ldots$ |
| $d=5$ | $0.115 \ldots$ | $0.113 \ldots$ | $0.116 \ldots$ | $0.115 \ldots$ | $0.115 \ldots$ | $0.079 \ldots$ |
| $d=6$ | $0.038 \ldots$ | $0.038 \ldots$ | $0.038 \ldots$ | $0.041 \ldots$ | $0.040 \ldots$ | $0.067 \ldots$ |
| $d=7$ | $0.087 \ldots$ | $0.086 \ldots$ | $0.086 \ldots$ | $0.088 \ldots$ | $0.087 \ldots$ | $0.058 \ldots$ |
| $d=8$ | $0.028 \ldots$ | $0.028 \ldots$ | $0.028 \ldots$ | $0.028 \ldots$ | $0.030 \ldots$ | $0.051 \ldots$ |
| $d=9$ | $0.021 \ldots$ | $0.021 \ldots$ | $0.021 \ldots$ | $0.021 \ldots$ | $0.023 \ldots$ | $0.046 \ldots$ |

Example 4. Let $f(x) \in \mathbb{Z}[x]$ be an irreducible polynomial with degree $n$ and Galois group $G$. If $p$ is prime and $f$ is irreducible modulo $p$, then Dedekind's theorem implies that there is a Frobenius element corresponding to $f$ that is an $n$-cycle. By the Chebotarev density theorem, the count of such primes $p \leq x$ is

$$
\frac{c}{|G|} \operatorname{Li}(x)+o\left(\frac{x}{(\log x)^{2}}\right),
$$

where $c$ is the number of $n$-cycles in $G$. Therefore, if $\mathcal{A}$ is the set of primes $p$ where $f(\bmod p)$ is irreducible, then by Corollary $1($ with $K=\mathbb{Q}$ and $L$ the splitting field of $f$ ), we have

$$
d\left(\mathcal{A}_{b, S}\right)=\frac{c}{|G|} \log _{b}\left(1+S^{-1}\right)
$$

Finally, we include an example with a positive-density subset of the primes that is provably not defined by Chebotarev conditions but still satisfies Equation (1).

Example 5. Let $p_{m}$ denote the $m$-th prime in $\mathbb{Z}$. Let $r$ and $t$ be integers, $K=\mathbb{Q}$, and $\mathcal{A}$ be the set of primes $p_{m}$ such that $m \equiv r(\bmod t)$. Since the count of such primes up to $x$ is $\frac{1}{t} \pi(x)+O(1)$, one verifies Equation (1) by partial summation with $\delta=\frac{1}{t}$. It follows that

$$
d\left(\mathcal{A}_{b, S}\right)=\frac{1}{t} \log _{b}\left(1+S^{-1}\right)
$$

It was proved in [5] that $\mathcal{A}$ is not a finite union of sets of primes determined by Chebotarev conditions.

## 2. Proof of Theorem 1.1

Let $K$ be a number field, $\mathcal{P}$ be the set of prime ideals of $K$, and $\mathcal{A}$ be a subset of $\mathcal{P}$. We assume that there exist constants $\delta \geq 0$ and $C \in \mathbb{R}$ such that Equation (1) holds. Let $m \geq 1$ and $b \geq 2$ be integers, let $a_{1}, \ldots, a_{m}$ be digits in base- $b$, and let $S$ be the string of digits $a_{1} a_{2} \ldots a_{m}$. Let $\mathcal{A}_{b, S}$ be the prime ideals of $\mathcal{A}$ whose norms have base- $b$ expansion starting with $S$. We prove our result by showing that $\overline{d\left(\mathcal{A}_{b, S}\right)}$ and $d\left(\mathcal{A}_{b, S}\right)$ both equal $\delta \log _{b}\left(1+S^{-1}\right)$.

Proof. Let $t \geq 0$ be an integer. By Equation (1), we know that

$$
\sum_{\substack{S b^{t} \leq \mathrm{N} \mathfrak{p}<(S+1) b^{t} \\ \mathfrak{p} \in \mathcal{A}}} \frac{1}{\mathrm{~Np}}= \begin{cases}C^{\prime} & t=0 \\ \delta \log \left(\frac{\log \left((S+1) t^{t}\right)}{\log \left(S b^{t}\right)}\right)+o_{S, b}\left(\frac{1}{t}\right) & t \geq 1\end{cases}
$$

Here, $C^{\prime}$ is a positive constant depending on $\mathcal{A}$ and $S$. Once we sum the above display over $0 \leq t \leq n$ for some $n \geq 1$, it follows that

$$
\begin{align*}
\sum_{\substack{\mathrm{N} \mathfrak{p}<(S+1) b^{n} \\
\mathfrak{p} \in \mathcal{A}_{b, S}}} \frac{1}{\mathrm{~Np}} & =\sum_{t=1}^{n} \delta \log \left(\frac{\log \left((S+1) b^{t}\right)}{\log \left(S b^{t}\right)}\right)+o\left(\sum_{t=1}^{n} \frac{1}{t}\right) \\
& =\delta \log \left(\prod_{t=1}^{n} \frac{\log _{b}(S+1)+t}{\log _{b} S+t}\right)+o(\log n) \tag{2}
\end{align*}
$$

Our constant $C^{\prime}$ is subsumed by the error term. Notice that

$$
\underline{d\left(\mathcal{A}_{b, S}\right)} \geq \lim _{n \rightarrow \infty} \frac{1}{\log \log \left(S b^{n}\right)} \sum_{\substack{N \mathfrak{p}<S b^{n} \\ \mathfrak{p} \in \mathcal{A}_{b, S}}} \frac{1}{\mathrm{~Np}} \geq \lim _{n \rightarrow \infty} \frac{1}{\log \log \left(S b^{n}\right)} \sum_{\substack{N \mathfrak{p}<(S+1) b^{n-1} \\ \mathfrak{p} \in \mathcal{A}_{b}, S}} \frac{1}{\mathrm{~Np}}
$$

This inequality arises from the fact that there are no prime ideals $\mathfrak{p}$ in the set $\mathcal{A}_{b, S}$ such that $(S+1) b^{n-1} \leq \mathrm{Np}<S b^{n}$. Combining this inequality with Equation (2), we see that

$$
\begin{equation*}
\left.\underline{d\left(\mathcal{A}_{b, S}\right)} \geq \lim _{n \rightarrow \infty} \frac{\delta \log \left(\prod_{t=1}^{n-1} \frac{\log _{b}(S+1)+t}{\log b} S+t\right.}{}\right)+o(\log n) . \tag{3}
\end{equation*}
$$

We now recall an identity of Euler for $\Gamma(x)$. If $x>0$, then

$$
\Gamma(x)=\lim _{n \rightarrow \infty} \frac{n!n^{x}}{\prod_{j=0}^{n}(x+j)}
$$

Using this identity we find that the product in Equation (3) is asymptotic to a ratio of gamma functions multiplied by a power of $n-1$; that is, as $n \rightarrow \infty$, we have that

$$
\prod_{t=1}^{n-1} \frac{\log _{b}(S+1)+t}{\log _{b} S+t}=\prod_{t=0}^{n-2} \frac{\log _{b}(S+1)+1+t}{\log _{b} S+1+t}
$$

$$
\begin{align*}
\prod_{t=0}^{n-2} \frac{\log _{b}(S+1)+1+t}{\log _{b} S+1+t} & =\frac{(n-2)!(n-2)^{\log _{b} S+1}}{\prod_{t 00}^{n-2}\left(\log _{b} S+1+t\right)} \frac{\prod_{t=0}^{n-2}\left(\log _{b}(S+1)+1+t\right)}{(n-2)!(n-2)^{\log _{b}(S+1)+1}} \\
& \sim \frac{\Gamma\left(\log _{b} S\right)+1}{\Gamma\left(\log _{b}(S+1)\right)+1}(n-2)^{\log _{b}(S+1)-\log _{b} S} . \tag{4}
\end{align*}
$$

By Equation (4), we can rewrite Equation (3) as

$$
\underline{d\left(\mathcal{A}_{b, S}\right)} \geq \lim _{n \rightarrow \infty} \frac{\delta \log \left(\frac{\Gamma(\log S)+1}{\Gamma(\log (S+1))+1}\right)+\delta \log _{b}\left(1+\frac{1}{S}\right) \log (n-2)+o(\log n)}{\log (\log S+n)+\log \log b} .
$$

By evaluating this limit, we obtain the following lower bound:

$$
\begin{equation*}
\underline{d\left(\mathcal{A}_{b, S}\right)} \geq \delta \log _{b}\left(1+\frac{1}{S}\right) . \tag{5}
\end{equation*}
$$

We now produce an upper bound for $\overline{d\left(\mathcal{A}_{b, S}\right)}$. Notice that

$$
\overline{d\left(\mathcal{A}_{b, S}\right)} \leq \lim _{n \rightarrow \infty} \frac{1}{\log \log \left(S b^{n}\right)} \sum_{\substack{\mathrm{N} \mathfrak{p} \leq(S+1) b^{n} \\ \mathfrak{p} \in \mathcal{A}_{b, S}}} \frac{1}{\mathrm{~Np}} .
$$

This inequality is due to an overcounting of prime ideals, similar to that found in the lower bound of $d\left(\mathcal{A}_{b, S}\right)$. By the fact of Equation (2) we can perform a similar calculation as above to get an upper bound for $\overline{d\left(\mathcal{A}_{b, S}\right)}$,

$$
\overline{d\left(\mathcal{A}_{b, S}\right)} \leq \lim _{n \rightarrow \infty} \frac{\delta \log \left(\prod_{t=0}^{n-1} \frac{\log _{b}(S+1)+1+t}{\log b} S+1+t\right.}{\log (\log S+n)+o(\log \log b}
$$

By an almost identical argument as above, we observe

$$
\overline{d\left(\mathcal{A}_{b, S}\right)} \leq \lim _{n \rightarrow \infty} \frac{\delta \log \left(\frac{\Gamma(\log S)+1}{\Gamma(\log (S+1))+1}\right)+\delta \log _{b}\left(1+\frac{1}{S}\right) \log (n-1)+o(\log n)}{\log (\log S+n)+\log \log b} .
$$

By taking the above limit, we then obtain the following upper bound

$$
\begin{equation*}
\overline{d\left(\mathcal{A}_{b, S}\right)} \leq \delta \log _{b}\left(1+\frac{1}{S}\right) . \tag{6}
\end{equation*}
$$

Putting together Equation (5) and Equation (6), we deduce the following chain of inequalities

$$
\delta \log _{b}\left(1+\frac{1}{S}\right) \leq \underline{d\left(\mathcal{A}_{b, S}\right)} \leq \overline{d\left(\mathcal{A}_{b, S}\right)} \leq \delta \log _{b}\left(1+\frac{1}{S}\right),
$$

so $d\left(\mathcal{A}_{b, S}\right)$ exists and has the value $\delta \log _{b}\left(1+\frac{1}{S}\right)$, as desired.
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