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Abstract
Let \( r(k,A,n) \) denote the number of representations of \( n \) as a sum of \( k \) elements of a set \( A \subseteq \mathbb{N} \). In 2002, Dombi conjectured that if \( A \) is co-infinite, then the sequence \( (r(k,A,n))_{n \geq 0} \) cannot be strictly increasing. Using tools from automata theory and logic, we give an explicit counterexample where \( \mathbb{N} \setminus A \) has positive lower density.

1. Introduction
Let \( \mathbb{N} = \{0,1,\ldots\} \) be the natural numbers, and let \( A \subseteq \mathbb{N} \). Define \( r(k,A,n) \) to be the number of \( k \)-tuples of elements of \( A \) that sum to \( n \). Dombi [7] conjectured that there is no infinite set \( F \) such that \( r(3,\mathbb{N} \setminus F,n) \) is strictly increasing. Recently Bell et al. [2] found a counterexample to this conjecture; also see the recent paper of Kiss, Sándor, and Yang [9]. However, the \( F \) of their example is quite sparse; it has upper density 0. In this note we give a simple explicit example of an \( F \) such that \( r(3,\mathbb{N} \setminus F,n) \) is strictly increasing and \( F \) has positive lower density. The novelty in our approach is the use of tools from automata theory and logic.

2. Brief Introduction to Automata
A deterministic finite automaton (DFA) is a simple model of a computer that takes strings over a finite alphabet \( \Sigma \) as input, and either accepts or rejects them. The set of all accepted strings is called the language recognized by the automaton. A DFA consists of a finite number of states, \( Q \), and labeled transitions between them, specified by a transition function \( \delta : Q \times \Sigma \rightarrow Q \). Starting in the distinguished start state \( q_0 \), the automaton processes each symbol of the input in turn, moving from state to state according to \( \delta \). If it ends up in one of the distinguished accepting
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states, specified by a set $F$, the automaton accepts; otherwise it rejects. For more about automata theory, consult any basic textbook in the area, such as [8].

A set $S \subseteq \mathbb{N}$ is said to be $k$-automatic if there is a DFA recognizing the language of base-$k$ representations of members of $S$. It is known that if $S$ is $k$-automatic, then so is its complement $\mathbb{N} \setminus S$. For more about automatic sequences, see, for example, [1].

A deterministic finite automaton with output (DFAO) is a small variation on this model. Here the notion of acceptance/rejection for states is replaced by an output chosen from an output set, $\Delta$. The output on input $x$ is the output associated with the last state reached. A sequence $(a(n))_{n \geq 0}$ is said to be $k$-automatic if there is a DFAO that, after processing the input $n$ represented in base $k$, reaches a state with output $a(n)$.

As an example, let $F = \{3, 12, 13, 14, 15, 48, 49, 50, \ldots\}$ be the set of natural numbers whose base-2 expansion (ignoring leading zeros) is of even length and begins with 11. This is a 2-automatic set, and the automaton is depicted in Figure 1. Here 0 is the initial state, and 3 is the only accepting state, denoted by the double circle. The input is a binary representation of $n$, starting with the most significant digit.

Figure 1: Automaton for $F$.

The language recognized by this automaton is

$$\{11, 011, 0011, 1100, 1101, 1110, 1111, \ldots\}.$$  

For example, 14 in base 2 is 1110. On input 1110, the automaton visits states 0, 1, 3, 4, and ends in state 3, which is an accepting state. Hence 14 is accepted, as it should be. On the other hand, 9 in base 2 is 1001. On input 1001, the automaton visits states 0, 1, 2, 2, and ends in state 2, which not an accepting state. Hence 9 is rejected, and it is not in $F$.

A very important result about automatic sequences, originally due to Büchi, is the following:

**Theorem 1.** The first-order logical theory of automatic sequences is decidable.
Roughly speaking, this means that the truth of any well-formed first-order logic formula about automatic sequences (using a set of basic operations such as indexing, equality, and addition) can be determined with an algorithm. As an example of the kinds of claims that can be so expressed, consider the assertion that every natural number is a sum of two elements of $\mathbb{N} - F$. It can be expressed as

$$\forall n \exists i, j \not\in F \text{ such that } n = i + j,$$

and hence is decidable with the algorithm. (It is true, by the way.)

For more about this celebrated result, see [5, 4, 11].

3. Linear Representations

Another tool we will need is linear representations. A sequence $(a(n))_{n \geq 0}$ has a $k$-linear representation if there exist an integer $t \geq 1$ and

1. a $1 \times t$ row vector $v$;
2. a $t \times t$-matrix-valued morphism $\mu$ with domain $\{0, 1, \ldots, k - 1\}$; and
3. a $t \times 1$ column vector $w$

such that $a(n) = v\mu(x)w$ for all strings $x$ that represent $n$ in base $k$ (whether or not they have leading zeros). The integer $t$ is called the rank of a linear representation.

Given linear representations for one or more sequences, we can, using a simple construction involving block matrices, effectively compute linear representations for any linear combination of them.

Linear representations are connected to automatic sequences in the following way [6]:

**Theorem 2.** Suppose $\varphi$ is a first-order logical formula about a $k$-automatic sequence, with free variables $n, x_1, x_2, \ldots, x_j$. Then the number of $j$-tuples $(x_1, \ldots, x_j)$ such that $\varphi(n, x_1, \ldots, x_j)$ evaluates to true has a $k$-linear representation that can be effectively computed.

We say two linear representations are equivalent if they represent the same sequence. Another extremely useful result is the following [3, Chap. 2]:

**Theorem 3.** There is an algorithm for minimizing linear representations; that is, finding an equivalent linear representation of minimum rank.

Finally, we will also use the following result [11, §4.11]:

**Theorem 4.** It is decidable if an integer sequence $(a(n))_{n \geq 0}$ given by a $k$-linear representation takes only finitely many values. If so, then it is $k$-automatic, and the automaton is computably deducible from the representation.

For more about linear representations, see [3, 11].
4. Our Example Set \( F \)

Let \( F \) be as defined in Section 2.

For a set \( X \subseteq \mathbb{N} \), define \( D_X(n) = \frac{1}{n} | \{ x \in X \mid n \leq x < n+1 \} | \). Recall that the lower density of \( X \) is defined to be \( \liminf_{n \to \infty} D_X(n) \) and the upper density is \( \limsup_{n \to \infty} D_X(n) \).

**Proposition 1.** The lower density of \( F \) is \( \frac{1}{9} \) and the upper density is \( \frac{1}{3} \).

**Proof.** The characteristic sequence of \( F \) is

\[
000 1 8 \overbrace{0 \ldots 0}^{4} \overbrace{1 \ldots 1}^{16} \overbrace{0 \ldots 0}^{2 \cdot 4^n} \overbrace{1 \ldots 1}^{4^n} \ldots.
\]

So the lower density of \( F \) is

\[
\liminf_{n \to \infty} D_X(3 \cdot 4^n) = \frac{1 + 4 + 16 + \cdots + 4^{n-1}}{3 \cdot 4^n} = \frac{4^n - 1}{3 \cdot 4^n} = \frac{1}{9},
\]

and the upper density is

\[
\limsup_{n \to \infty} D_X(4^n) = \frac{1 + 4 + 16 + \cdots + 4^{n-1}}{4^n} = \frac{4^n - 1}{4^n} = \frac{1}{3}.
\]

\[\square\]

**Theorem 5.** The sequence \( r(3, \mathbb{N} \setminus F, n) \) is strictly increasing.

**Proof.** Here is an outline of the proof. Define \( A := \mathbb{N} \setminus F \) and \( d(n) := r(3, A, n) - r(3, A, n - 1) \). We will show that \( d(n) > 0 \) for all \( n \). To do this, we show

\[
d(n) \geq 4d([n/4]) - 18. \tag{1}
\]

and then use an easy induction.

To prove the bound in Equation (1), we show that \( f(n) := d(n) - 4d([n/4]) \) is a 2-automatic sequence, and we explicitly determine the automaton. Once we have the automaton for \( f \), we can determine the range of \( f \) simply by examining the (finitely many) outputs associated with the states.

To find the DFAO for \( f \), we first observe that \( A := \mathbb{N} \setminus F \) is a 2-automatic set since \( F \) is. We can now use Theorem 1 to conclude that

\[
G := \{(n, i, j, k) : n = i + j + k \text{ for } i, j, k \in A\}
\]

is also 2-automatic. The automaton for \( G \) can be computed explicitly by free software called \texttt{Walnut} [10, 11], with the following commands:
morphism x "0->01 1->23 2->22 3->44 4->33":
morphism y "0->0 1->0 2->0 3->1 4->0":
promote X x:
image FF y X:
def g "FF[i]=@0 & FF[j]=@0 & FF[k]=@0 & n=i+j+k":

The resulting automaton has 143 states.

Now, from Theorem 2, we know that the number $r(3,A,n)$ of triples $(i,j,k)$ corresponding to a particular $n$ has a linear representation. Furthermore, this linear representation is computable from the automaton for $G$ by the Walnut command

def r3an n "$g(i,j,k,n)"

In the same way we can compute linear representations for

$$r(3,A,n-1), r(3,A,\lfloor n/4 \rfloor), \text{ and } r(3,A,\lfloor n/4 \rfloor - 1)$$

using the following commands:

def r3anm1 n "$g(i,j,k,n-1)"

def r3an4 n "$g(i,j,k,n/4)"

def r3an4m1 n "$g(i,j,k,n/4-1)"

These have rank 143, 446, 446 respectively. From these four linear representations we can compute a linear representation for the linear combination

$$f(n) := d(n) - 4d(\lfloor n/4 \rfloor)$$

$$= r(3,A,n) - r(3,A,n-1) - 4(r(3,A,\lfloor n/4 \rfloor) - r(3,A,\lfloor n/4 \rfloor - 1)).$$

The resulting linear representation has rank 1178.

Now we can use Theorem 3 to minimize this linear representation, resulting in a linear representation $(v',\gamma',w')$ for $f$ of rank 16. We give it explicitly below:

$$v' = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad w' = \begin{bmatrix} -3 \\ -2 \\ -1 \\ -3 \\ -6 \\ -5 \\ -1 \\ -3 \\ -6 \\ -6 \\ -3 \\ 3 \\ 1 \end{bmatrix}.$$
Thus we have shown
\[ n < \frac{d - \gamma(n)}{2} \leq \frac{d - \gamma(n)}{n} \]
induction

Using Theorem 4, we can check that the range of this linear representation is finite and explicitly deduce a DFAO \( M \) for it. By inspection of \( M \), we see that the range of \( f \) is
\[ \{ -18, -15, -14, -12, -11, -10, -9, -8, -7, -6, -5, -4, -3, -2, -1, \\
0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 12, 13, 18 \}. \]

Thus we have shown \( f(n) = d(n) - 4d(\lfloor n/4 \rfloor) \geq -18 \).

We now verify by induction on \( n \) that \( d(n) > n/5 + 7 \) for \( n \geq 87 \). The base case is \( 87 \leq n < 348 \), and is easily checked.

Now assume \( n \geq 348 \) and that \( d(n') > n'/5 + 7 \) for \( 87 \leq n' < n \). Then by induction
\[ d(n) \geq 4d(\lfloor n/4 \rfloor) - 18 > 4(\lfloor n/4 \rfloor/5 + 7) - 18 \geq 4((n/4 - 1)/5 + 7) - 18 > n/5 + 7, \]
as desired.

After checking that \( d(n) > 0 \) for \( 0 \leq n < 87 \), it follows that \( d(n) > 0 \) for all \( n \).
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