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#### Abstract

For a polynomial $u=u(x)$ in $\mathbb{Z}[x]$ and $r \in \mathbb{Z}$, we consider the orbit of $u$ at $r$ denoted and defined by $\mathcal{O}_{u}(r):=\{u(r), u(u(r)), \ldots\}$. We ask two questions here: (i) what are the polynomials $u$ for which $0 \in \mathcal{O}_{u}(r)$, and (ii) what are the polynomials for which $0 \notin \mathcal{O}_{u}(r)$ but, modulo every prime $p, 0 \in \mathcal{O}_{u}(r)$ ? In this paper, we give a complete classification of the polynomials for which (ii) holds for a given $r$. We also present results for some special values of $r$ where (i) can be answered.


## 1. Introduction

In Example 1 of [4], A. Borisov set up a polynomial map, called the additive trap, $F_{a t}: \mathbb{A}_{\mathbb{Z}}^{2} \rightarrow \mathbb{A}_{\mathbb{Z}}^{2}$, that maps $(x, y) \mapsto\left(x^{2} y, x^{2} y+x y^{2}\right)$. This polynomial map satisfies many interesting properties. In particular, $F_{a t}^{(p)}(x, y) \equiv(0,0)(\bmod p)$ for every $(x, y) \in \mathbb{A}_{\mathbb{F}_{p}}^{2}$ and for all primes $p$, where $F_{a t}^{(p)}$ is the $p$ th iteration of $F_{a t}$. To prove this, suppose that $p$ is a prime. Note that all points $(x, y) \in \mathbb{A}_{\mathbb{F}_{p}}^{2}$ with either $x=0$ or $y=0$ are taken to $(0,0)$ by $F_{a t}$. Let $x \in \mathbb{F}_{p}^{*}$. Then for any $y \in \mathbb{F}_{p}^{*}$ one has

$$
\frac{x^{2} y+x y^{2}}{x^{2} y}=\frac{y}{x}+1
$$

So, after at most $p-1$ iterations, the second coordinate becomes 0 and thus, applying $F_{a t}$ once more, one gets $(0,0)$. Since $p$ is arbitrary, the proof follows. For more details, see [4]. One can see from the discussion that the $p$ th iteration of $F_{a t}$ modulo $p$ is the zero map, which follows from the fact that the polynomial $u(x)=x+1$ has the following property: for every $n \in \mathbb{N}, u^{(n)}(x)=x+n$, so that, in particular, for every prime $p, u^{(p-1)}(1)=p \equiv 0(\bmod p)$. Throughout this paper, $\mathbb{N}$ is the set of all positive integers, $u^{(0)}(x)=x$, and

$$
u^{(n)}(x):=\underbrace{(u \circ u \circ \cdots \circ u)}_{n \text { times }}(x)
$$
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the $n$th iteration of a non-constant polynomial $u(x)$. We can write our first definition now, which is motivated by the behavior of the polynomial $x+1$. Suppose $r \in \mathbb{Z}$ and $A$ is a finite subset of the set of all prime numbers. If for every prime $p$ not contained in $A$, there exists an $m \in \mathbb{N}$ such that $u^{(m)}(r) \equiv 0(\bmod p)$, we will say that $u$ is weakly locally nilpotent at $r$ outside $A$. The set of all weakly locally nilpotent polynomials at $r$ outside $A$ of degree $d$ will be denoted by $L_{r, A}^{d}$, and $L_{r, A}$ is the union of $L_{r, A}^{d}$ 's, where the union is taken over all degrees $d \in \mathbb{N}$. When $A=\emptyset$, i.e., for all primes $p, m$ exists satisfying $u^{(m)}(r) \equiv 0(\bmod p)$, we say that $u$ is locally nilpotent at $r$. Thus $u(x)=x+1$ is locally nilpotent at 1, i.e., $x+1 \in L_{1, \emptyset}^{1}$. If, in particular, a polynomial $u$ is such that $u^{(n)}(r)=0$ for some $n \in \mathbb{N}$, then we will say that $u$ is nilpotent at $r$, and the nilpotency index is the least of such $n$ 's. We denote the set of all nilpotent polynomials at $r$ of degree $d$ and nilpotency index $i$ by $N_{r, i}^{d}$. Also, $N_{r}$ is the union of all such $N_{r, i}^{d}$, where the union is taken over $i, d \in \mathbb{N}$. Thus $u(x)=x-1$ is nilpotent at 1 of nilpotency index 1 , i.e., $x-1 \in N_{1,1}^{1}$. One of the principal goals of this paper is to understand the polynomials that are locally nilpotent without being nilpotent at $r$, i.e., 0 is not in the orbit of a polynomial $u$ at $r$ but modulo every prime $p$, some iteration of $u$ at $r$ hits 0 . This is an interesting question, and it is completely answered here. To classify these polynomials, we have used Theorem 5 of [2]. In particular, if one takes $K=\mathbb{Q}, g=1, A_{1}=\{0\}, T_{1}=\{r\}$, and $\varphi_{1}=u$ in this theorem, we get Fact 1.1 in our paper which says the following.

Fact 1.1. If $u$ is a polynomial that is of degree at least 2, and it is weakly locally nilpotent at $r$ outside some finite set of primes $A$, then it must be nilpotent at $r$. Equivalently, if there is a polynomial $u$ such that it is weakly locally nilpotent at $r$ outside $A$ but not nilpotent at $r$, then it must be a linear polynomial.

It should be noted that Theorem 5 of [2] was built upon the work of Silverman in [8], and the works of Benedetto-Ghioca-Kurlberg-Tucker-Zannier in Lemma 4.1 of [3]. It should also be noted that the question of when an orbit passes through a given point modulo a prime came naturally from the study of the Dynamical Mordell-Lang (DML) Conjecture, which is a major open question in arithmetic dynamics. The paper [2] was developed to prove certain special cases of the DML Conjecture. Interested readers can also look at [1].

From Fact 1.1, it is imperative to study the behavior of linear polynomials to understand non-nilpotent, locally nilpotent polynomials. This is where we use Theorem 1 of [6] to derive a Lemma that we call CRS lemma (Lemma 3.2). This lemma will be stated and proved in Section 3.

The paper contains three main results:
(1) The complete classification of all polynomials in $L_{r, \emptyset}$ for $r \in\{0,-1,1\}$, and that can be found in Theorems 4.1, 4.4, and Corollary 4.2.
(2) The complete classification of all polynomials in $L_{1, A}^{1}$ for any given finite
subset $A$ of the set of prime numbers, and that can be found in Theorem 5.1. To establish this we use Lemma 3.2.
(3) The complete classification of all polynomials in $S_{r}$, where $S_{r}:=L_{r, \emptyset} \backslash N_{r}$, and that can be found in Corollaries 4.3, 4.5, 5.4, and Theorem 5.3. Lemma 3.2 has also been used to establish this.

The main tools that we have used here are Facts 1.1 and 3.1, Lemma 3.2, and the reduction of polynomials, a technique described after Remark 3.3.

In Sections 2 and 3, respectively, we formalize the definitions and introduce the main tools. Section 4 contains the main results listed in (1) above. Section 5 is dedicated to the classification of polynomials in $S_{r}$. The last section has some open questions and discussions that arose from the study of the polynomials in this paper. The interested reader can also look at the work of Shallit and Vasiga in [9], and Odoni in [7].

## 2. Definitions, Notation, and Terminology

We will start by formally defining the polynomials mentioned in the introduction and fixing some basic terminology that we will use throughout this paper. Let $\mathcal{P}$ be the set of all positive primes in $\mathbb{Z}$. For a finite subset $A$ of $\mathcal{P}$ and for $a \in \mathbb{Z}$, we define

$$
\mathcal{P}_{A}:=\mathcal{P} \backslash A, P_{A}(a):=\left\{p \in \mathcal{P}_{A} \mid p \text { divides } a\right\}, \text { and } P(a):=P_{\emptyset}(a)
$$

So $P(a)$ is the set of all positive primes that divides $a$. Having fixed $r$ in $\mathbb{Z}, A$ a finite subset of $\mathcal{P}, d$ in $\mathbb{N}$ a degree, and $i$ in $\mathbb{N}$ an index, we make the following definitions.

We will say that $u(x)$ is a weakly locally nilpotent polynomial at $r$ outside $A$ if for each $p \in \mathcal{P}_{A}$, there exists $m \in \mathbb{N}$ (possibly depending on $p$ ) such that $u^{(m)}(r) \equiv 0(\bmod p)$. For each $p \in \mathcal{P}_{A}$, we let $m_{p}$ be the least of all such $m$ 's. We fix the following notation for weakly locally nilpotent polynomials at $r$ outside $A: L_{r, A}^{d}:=\{u \mid u$, of degree $d$, is weakly locally nilpotent at $r$ outside $A\}$, and $L_{r, A}:=\sqcup_{d=1}^{\infty} L_{r, A}^{d}$. If $A=\emptyset$ then we will just drop the terms "weakly" and "outside $A "$.

We will say that $u(x)$ is a nilpotent polynomial at $r$ if there exists an $n \in \mathbb{N}$ such that $u^{(n)}(r)=0$. We will call the smallest of all such $n$ 's the nilpotency index/index of nilpotency of $u(x)$ at $r$. If $u^{(n)}(r) \neq 0$ for all $n \in \mathbb{N}$, we will say that $u$ is non-nilpotent at $r$. We fix the following notation for nilpotent polynomials at $r$. We set $N_{r, i}^{d}:=\{u \mid u$ is nilpotent at $r$ of nilpotency index $i$ and degree $d\}$, $N_{r, i}:=\sqcup_{d=1}^{\infty} N_{r, i}^{d}, N_{r}:=\sqcup_{i=1}^{\infty} N_{r, i}$, and $S_{r}:=L_{r} \backslash N_{r}$. For integers $a, b, c(c \neq 0)$, we will write $a \equiv_{c} b$ to mean $a \equiv b(\bmod c)$.

Remark 2.1. It is clear that $N_{r} \subset L_{r, \emptyset}$. But it turns out that for every given $r \in \mathbb{Z}, S_{r}$ is non-empty (see Corollaries $4.3,4.5$ and 5.4 , and Theorem 5.3 below).

We will now see some examples to help understand the definitions that we have made on the previous page.

### 2.1. Some Examples

(a) Let $r \in \mathbb{Z}$. For each non-zero $q(x) \in \mathbb{Z}[x]$ one has $(x-r) q(x) \in N_{r, 1}$.
(b) If $u(x)=-2 x-4$, then $u(-1)=-2$, and $u(-2)=0$. So $u(x) \in N_{-1,2}^{1}$. If $r \in \mathbb{Z} \backslash\{-1\}$, then $u_{r}(x):=-(r+1) x+(r+1)^{2} \in N_{r, 2}^{1}$, and if $r \in \mathbb{Z} \backslash\{0\}$, then $u_{r}(x):=-2 x+4 r \in N_{r, 2}^{1}$. Also, if $r \in \mathbb{Z} \backslash\{0\}$, then $u(x)=x \pm 1 \in N_{r, r}^{1}$, where we use the negative sign when $r$ is positive and positive sign otherwise.
(c) Let $u(x)=-2 x^{2}+7 x-3$. Then $u(1)=2, u(2)=3$, and $u(3)=0$. So $u(x) \in N_{1,3}^{2}$. From this and Fact 3.1 (stated and proved below), it follows that $v(x):=2 x^{2}+7 x+3 \in N_{-1,3}^{2}$.
(d) Let $u(x)=-x^{3}+9 x^{2}-25 x+25$. Then $u(2)=3, u(3)=4, u(4)=5$, and $u(5)=$ 0 . That means $u \in N_{2,4}^{3}$.
(e) Let $u(x)=x+1$. Then, by induction, it is easy to see that $u^{(n)}(1)=n+1$ for every $n \in \mathbb{N}$, and hence $u \notin N_{1}$. For each $p \in \mathcal{P}$, one has $u^{(p-1)}(1)=p \equiv_{p} 0$. Thus $u(x) \in S_{1}$. In Corollary 4.3, we will see that $S_{1}=\{x+1\}$. (This example shows the existence of a non-nilpotent, locally nilpotent polynomial at 1.)
(f) For every $a \in \mathbb{Z} \backslash\{0\}$, let $u_{a}=u_{a}(x):=x+a$. By induction, we get $u_{a}^{(n)}(0)=$ $n a$, so it is clear that $u_{a} \notin N_{0}$. For each prime $p$, one has $u_{a}^{(p)}(0)=p a \equiv_{p} 0$. Thus $u_{a} \in S_{0}$.
(g) Let $u(x)=4 x-2$. Then $u(1)=2$ and $u(2)=6 \equiv_{5} 1$. This means $u^{(n)}(1)$ is either 1 or $2(\bmod 5)$ for every $n \in \mathbb{N}$. This shows that $u(x) \notin L_{1, A}$ for every finite subset $A \subset \mathcal{P}_{\{5\}}$.
(h) Let $u(x)$ be as in (g). Then by induction we have $u^{(n)}(0)=\frac{2}{3}\left(1-4^{n}\right)$, which cannot be zero for any $n \in \mathbb{N}$, and so the above polynomial is not in $N_{0}$. Clearly $m_{2}=1$ and $m_{3}=3$, and for every other prime $p$, by Fermat's Little Theorem, one has $u^{(p-1)}(0) \equiv \equiv_{p} 0$. Thus, $u(x) \in S_{0}$.

Remark 2.2. The computation of polynomial iterations for a general polynomial is very complicated, but the linear polynomials have a simple iteration formula. Let
$u(x)=a x+b$ be a linear polynomial. Then by induction, it follows that for every $n \geq 1$,

$$
u^{(n)}(x)=a^{n} x+b\left(\sum_{i=0}^{n-1} a^{i}\right)
$$

So $u^{(n)}(r)=a^{n} r+b\left(\sum_{i=0}^{n-1} a^{i}\right)$ for each $n \in \mathbb{N}$. Throughout this paper we will refer to this formula as the linear iteration formula.

## 3. The Main Tools

In this section we will develop the necessary tools. We begin with the proof of Fact 3.1, which indicates that for our purposes it is enough to study the polynomials at non-negative values of $r$. In particular, it shows that there is a one-to-one correspondence between $S_{r}$ and $S_{-r}$.

Fact 3.1. Let $u(x)$ be a polynomial of degree $d$ and let $r \in \mathbb{Z} \backslash\{0\}$. Define $v(x):=$ $-u(-x)$. Then

$$
u(x) \in L_{r, \emptyset}^{d} \text { if and only if } v(x) \in L_{-r, \emptyset}^{d} .
$$

Similarly,
$u(x) \in N_{r, n}^{d}$ if and only if $v(x) \in N_{-r, n}^{d}$, and $u(x) \in S_{r}$ if and only if $v(x) \in S_{-r}$.
Proof. Since $v(-x)=-u(x)$, one obtains by induction that $v^{(n)}(-r)=-u^{(n)}(r)$, from which the fact follows.

We will now state and prove the CRS lemma that was mentioned in the introduction. We will also justify its importance in understanding linear locally nilpotent polynomials.

Lemma 3.2 (CRS lemma). Let $\alpha, \beta, \gamma \in \mathbb{Z} \backslash\{0\}$ be such that there is no $k \in \mathbb{Z}$ such that $\frac{\beta}{\gamma}=\alpha^{k}$. Then $\mathcal{P} \backslash \cup_{n \in \mathbb{N}} P\left(\gamma \alpha^{n}-\beta\right)$ is an infinite set.

Proof. Suppose that $\mathcal{P} \backslash \cup_{n \in \mathbb{N}} P\left(\gamma \alpha^{n}-\beta\right)$ is a finite set. This means that the set $\cup_{n \in \mathbb{N}} P\left(\gamma \alpha^{n}-\beta\right)$ contains all but finitely many primes. Then $\cup_{n \in \mathbb{N}} P\left(\gamma \alpha^{n}-\beta\right) \backslash P(\gamma)$ also contains all but finitely many primes. So, for almost all $p \in \mathcal{P}_{P(\gamma)}$, one has $\alpha^{n_{p}} \equiv{ }_{p} \beta \gamma^{-1}$ for some $n_{p} \in \mathbb{N}$ (the choice of $n_{p}$ possibly depends on $p$ ). So, if $k \in \mathbb{N}$ is such that $\alpha^{k} \equiv_{p} 1$, then $\left(\beta \gamma^{-1}\right)^{k} \equiv_{p}\left(\alpha^{n_{p}}\right)^{k} \equiv_{p} 1$. Thus, taking $\alpha=x$, $\beta \gamma^{-1}=y$ and $F=\mathbb{Q}$ in Theorem 1 of [6], one arrives at a contradiction. It follows that $\mathcal{P} \backslash \cup_{n \in \mathbb{N}} P\left(\gamma \alpha^{n}-\beta\right)$ is an infinite set.

Remark 3.3 (Importance of the CRS lemma). Let $r \in \mathbb{Z} \backslash\{0\}$ and $u=u(x)=$ $a x+b \in L_{r, \emptyset}^{1}$ with $a \neq \pm 1$. By the linear iteration formula, one obtains

$$
u^{(n)}(r)=\frac{a^{n}(r-a r-b)+b}{1-a}
$$

Since $u \in L_{r, \emptyset}^{1}$, one sees that $\mathcal{P} \backslash \cup_{n \in \mathbb{N}} P\left(\gamma \alpha^{n}-\beta\right)$ is a finite set (in fact, it is an empty set), where $\alpha=a, \beta=-b$ and $\gamma=r-a r-b$. It follows from Lemma 3.2 that either $\frac{\beta}{\gamma}$ or $\frac{\gamma}{\beta}$ is a power of $\alpha$, i.e., $b=-a^{m}(r-a r-b)$, for some $m \in \mathbb{Z}$. Moreover, if $m \in \mathbb{N}$, one sees that $u \in N_{r}$. To summarize, if $u$ is in $S_{r}$ (with $a \notin\{ \pm 1\}$ ), then there exists $m \in \mathbb{N} \cup\{0\}$ such that $a^{m} b=b+a r-r$.

Now we describe the idea of reduction of polynomials that was mentioned in the introduction. Let $r \in \mathbb{N}$ and $u=u(x) \in \mathbb{Z}[x]$ be such that $r \mid u(0)$. Define $v=v(x):=\frac{1}{r} u(r x)$. Note that $v$ is a polynomial over $\mathbb{Z}$ of the same degree as $u$ and $r v(1)=u(r)$. By induction, it readily follows that $r v^{(n)}(1)=u^{(n)}(r)$ for all $n \in \mathbb{N}$. Thus, $u(x)$ is weakly locally nilpotent at $r$ outside some $A$ if and only if $v(x)$ is weakly locally nilpotent at 1 outside $A \cup P(r)$, and, similarly, $u(x)$ is nilpotent at $r$ if and only if $v(x)$ is nilpotent at 1 . This means one can reduce any polynomial $u(x)$ in $L_{r, \emptyset}^{d}$ with the extra condition that $r \mid u(0)$ to a polynomial $v(x)$ in $L_{1, P(r)}^{d}$. We will call this the reduction of $u(x)$ to $v(x)$.

## 4. Arbitrary $d$ and $r \in\{0,1,-1\}$

In this section, we state and prove two theorems that classify all locally nilpotent polynomials at $r$ when $r \in\{0, \pm 1\}$. We start with $r=1$.

Theorem 4.1. The following is the list of all polynomials in $L_{1, \emptyset}$ :
(1) $(x-1) p(x)$ with $p(x) \in \mathbb{Z}[x] \backslash\{0\}$ (Nilpotent of nilpotency index 1),
(2) $-2 x+4+p(x)(x-1)(x-2)$ with $p(x) \in \mathbb{Z}[x]$ (Nilpotent of nilpotency index 2),
(3) $-2 x^{2}+7 x-3+p(x)(x-1)(x-2)(x-3)$ with $p(x) \in \mathbb{Z}[x]$ (Nilpotent of nilpotency index 3), and
(4) $x+1$ (Locally nilpotent but not nilpotent).

Proof. Let $u=u(x) \in L_{1, \emptyset}^{d}$. We will consider the following three cases.
Case 1. Suppose that $u(1)-1 \notin\{ \pm 1\}$. Then $P(u(1)-1) \neq \emptyset$, and for each $p \in P(u(1)-1)$, one has $u(1) \equiv_{p}$ 1, i.e., for each $p \in P(u(1)-1)$, $m_{p}$ does not exist. This is a contradiction to the hypothesis that $u \in L_{1, \emptyset}^{d}$.

Case 2. Suppose that $u(1)-1=-1$. These are the polynomials in Theorem 4.1(1).

Case 3. Finally, suppose that $u(1)-1=1$. We now explore the possibilities for $u(2)$. If $u(2)=0$, then $u(x)$ is of the form listed in Theorem 4.1(2). So suppose that $u(2) \neq 0$. Of course, $u(2) \notin\{1,2\}$, as otherwise one gets $u^{(n)}(1)=1$ or 2 for every $n \in \mathbb{N}$, a contradiction to our assumption that $u$ is in $L_{1, \emptyset}^{d}$. Thus $u(2)$ is either less than or equal to -1 , or greater than or equal to 3 , i.e., $|u(2)-1| \geq 2$. In other words, $P(u(2)-1) \neq \emptyset$. Let $p \in P(u(2)-1)$. Then $u(2) \equiv_{p} 1$. As $u$ is locally nilpotent at $1, p$ must be 2 so that $u(2)-1$ must be of the form $\pm 2^{t}$, for some $t \in \mathbb{N}$. To arrive at a contradiction, suppose that $u(2) \neq 3$. That means $u(2)$ is either greater than or equal to 4 , or less than or equal to -1 . We consider these two possibilities one by one.

If $u(2) \geq 4$, then $u(2) \geq 5$, as $u(2)-1=2^{t}$. Thus there exists $p \in \mathcal{P}_{\{2\}}$ such that $p \in P(u(2)-2)$, and $u^{(n)}(2) \equiv_{p} 2$ for every $n \in \mathbb{N}$, a contradiction to the hypothesis that $u \in L_{1, \emptyset}^{d}$.

If $u(2) \leq-1$, then $u(2)-2$ is odd and that it is less than or equal to -3 , which follows as $u(2)-1=-2^{t}$. Using the same argument as above, one reaches a contradiction.

Thus $u(2)$ must be 3 . Next, we look at $u(3)$. If $u(3)=0$, then $u(x)$ is of the form listed in Theorem 4.1(3). Suppose that $u(3) \neq 0$. For the same reason as above, $u(3) \notin\{0,1,2,3\}$. Thus $u(3)$ is either less than or equal to -1 , or greater than or equal to 4 . To get to a contradiction, suppose that $u(3) \neq 4$. Then $u(3)-3 \notin\{0, \pm 1,-2,-3\}$, and so $P(u(3)-3) \neq \emptyset$. Let $p \in P(u(3)-3)$. Then $u(3) \equiv_{p} 3$, so that $p \in\{2,3\}$, because $u \in L_{1, \emptyset}^{d}$. If $p=2$, then $u(1) \equiv_{p} 0$. Thus $u(3) \equiv_{p} 3 \equiv_{p} 1 \not \equiv_{p} u(1)$, which is an impossibility, as $3 \equiv_{p} 1$ must imply $u(3) \equiv{ }_{p} u(1)$. This means $p=3$, and $u(3)-3= \pm 3^{s}$ for some $s \in \mathbb{N}$. For a similar reason, $P(u(3)-1) \neq \emptyset$, and for each $q \in P(u(3)-1)$, one has $u(3) \equiv_{q} 1$, which implies that $q \in\{2,3\}$. But $q \mid u(3)-1=2 \pm 3^{s}$, which is a contradiction to the fact that $q \in\{2,3\}$. Thus $u(3)=4$.

Next, we look at $u(4)$. We claim that no further iteration of $u$ at 1 can be zero and we would like to prove this by showing that $u(n-1)=n$ for all $n \geq 4$, and that would mean $u(x)=x+1$. We use induction on $n$ to prove this claim. Let $n \geq 4$, and let $u(j-1)=j$ for every $4 \leq j \leq n$. We want to show that $u(n)=n+1$. Since $u(1)=2, u(2)=3, u(3)=4, \ldots$, and $u(n-1)=n$, there is a polynomial $p(x)$ such that $u(x)=x+1+p(x)(x-1)(x-2)(x-3) \cdots(x-n+1)$. Therefore $u(n)=n+1+p(n) \cdot(n-1)$, which must be different from 0 as $n \geq 4$. If $u(n)=i$ for some $i \in\{1, \ldots, n\}$, then the iterations $u^{(m)}(1) \in\{1, \ldots, n\}$ for every $m \in \mathbb{N}$, and that means $m_{p}$ can only exist for finitely many primes $p$. Thus $u$ cannot be locally nilpotent at 1 , and $u(n) \notin\{0, \ldots, n\}$. This means $u(n)$ is either greater than or equal to $n+1$, or less than or equal to -1 . For a contradiction, suppose that $u(n) \neq n+1$. Then either $u(n)-n$ is greater than or equal to 2 , or less
than or equal to $-(n+1)$. In either case, one has $P(u(n)-n) \neq \emptyset$. For each $p \in P(u(n)-n)$, one has $u(n) \equiv_{p} n$, which is an impossibility unless $p$ is at most $n$. If possible, suppose that $p<n$. Then $n \equiv_{p} a$ for some $a \in\{1, \ldots, p-1\}$. Note that $a$ cannot be 0 , as otherwise $n \equiv_{p} 0$, so that $u(0) \equiv_{p} u(n) \equiv_{p} n \equiv_{p} 0$, i.e., $p \mid u(0)$, and so $p \mid u(p)=p+1$, an impossibility. Now by the induction hypothesis one gets $u(a)=a+1$, and also that $a \equiv_{p} n \equiv_{p} u(n) \equiv_{p} u(a)$, i.e., $u(a) \equiv_{p} a$. However, this is absurd as it means $m_{p}$ does not exist. Thus $p=n$, i.e., $n$ is prime, and $u(n)=n \pm n^{s}$ for some $s \in \mathbb{N}$. For a similar reason, $P(u(n)-1) \neq \emptyset$. Therefore for every $q \in P(u(n)-1), u(n) \equiv_{q} 1$, and it follows that $q$ is less than or equal to $n$. But if $q=n$, then $n=q \mid u(n)-1=(n-1) \pm n^{s}$, and so $n \mid 1$, an impossibility. Thus one obtains $q \leq n-1$. One can choose $b \in\{0, \ldots, q-1\}$ such that $n \equiv_{q} b+1$. By the induction hypothesis, $u(b+1)=b+2$, and also $u(b+1) \equiv_{q} u(n) \equiv_{q} 1$. These two relations together imply $b+1 \equiv_{q} 0$, i.e., $q \mid n$. But, as $n$ is a prime, $n$ must be $q$, which is an impossibility. Thus $u(n)=n+1$.

Corollary 4.2. It follows from Fact 3.1 and Theorem 4.1 that the following is the list of all polynomials in $L_{-1, \emptyset}$ :
(1) $(x+1) p(x)$ with $p(x) \in \mathbb{Z}[x] \backslash\{0\}$ (Nilpotent of nilpotency index 1),
(2) $-2 x-4+p(x)(x+1)(x+2)$ with $p(x) \in \mathbb{Z}[x]$ (Nilpotent of nilpotency index 2),
(3) $2 x^{2}+7 x+3+p(x)(x+1)(x+2)(x+3)$ with $p(x) \in \mathbb{Z}[x]$ (Nilpotent of nilpotency index 3), and
(4) $x-1$ (Locally nilpotent but not nilpotent).

Corollary 4.3. The sets $S_{1}$ and $S_{-1}$ are singleton sets.
Proof. Let $u(x) \in S_{1}$. Then by Theorem 4.1, $u(x)$ must be $x+1$, as all the other polynomials in the list (1)-(4) in there are in $N_{1}$. Now by Fact 3.1, it follows that $S_{-1}=\{x-1\}$.

We end this section with the classification of locally nilpotent polynomials at 0 .
Theorem 4.4. The following is the list of all polynomials in $L_{0, \emptyset}$ :
(1) $x+b$ with $b \in \mathbb{Z} \backslash\{0\}$ (Locally nilpotent but not nilpotent),
(2) $a x+b$ with $P(b) \supseteq P(a) \neq \emptyset$ and $b \neq 0$ (Locally nilpotent but not nilpotent),
(3) $x p(x)$ with $p(x) \in \mathbb{Z}[x] \backslash\{0\}$ (Nilpotent of nilpotency index 1), and
(4) $(x-a) p(x)$ with $a \in \mathbb{Z} \backslash\{0\}$ and $p(x) \in \mathbb{Z}[x]$ such that $p(0)=-1$ (Nilpotent of nilpotency index 2).

Proof. First suppose that $u$ is nilpotent of nilpotency index $m$ for some $m \in \mathbb{N}$. If $u(0)=0$, then $m=1$, and $u(x)=x p(x)$ for some non-zero $p(x) \in \mathbb{Z}[x]$, as seen in Theorem $4.4(3)$. So suppose that $u(0) \neq 0$. Define

$$
u_{0}:=u(0), u_{n}:=u^{(n+1)}(0)-u^{(n)}(0), n \in \mathbb{N} .
$$

Then $u_{n+1}=u^{(n+2)}(0)-u^{(n+1)}(0)=u\left(u^{(n+1)}(0)\right)-u\left(u^{(n)}(0)\right)$. That means $u_{n}$ divides $u_{n+1}$ for all $n \in \mathbb{Z}_{\geq 0}$. One also has $u^{(m)}(0)=0$, so $u_{m}=u^{(m+1)}(0)-$ $u^{(m)}(0)=u^{(m+1)}(0)=u_{0}$. As $u_{0}\left|u_{1}\right| \ldots \mid u_{m}=u_{0}$, it follows that $u_{n}= \pm u_{0}$ for all $n$. Also note that $u_{0}+\cdots+u_{m-1}=u^{(m)}(0)=0$. This means $m$ must be even and half of these integers are positive, and the other half are negative (since $\left|u_{n}\right|=\left|u_{0}\right|$ for all $\left.n\right)$. Therefore there exists $k \in\{1, \ldots, m-1\}$ such that $u_{k-1}=$ $-u_{k}$, i.e., $u^{(k)}(0)-u^{(k-1)}(0)=u^{(k)}(0)-u^{(k+1)}(0)$, i.e., $u^{(k+1)}(0)=u^{(k-1)}(0)$. Thus $u^{(n+2)}(0)=u^{(n)}(0)$ for all $n \geq k-1$ and so, in particular, $0=u^{(m)}(0)=$ $u^{(m+2)}(0)=u^{(2)}(0)$. Hence $m=2$ and $u(x)=(x-a) p(x)$, with $a \in \mathbb{Z} \backslash\{0\}$ and $p(x) \in \mathbb{Z}[x]$ with $p(0)=-1$; here $a=u(1)$, which is in Theorem 4.4(4).

Now suppose that $u \in S_{0}$. Then by Fact 1.1, it must be linear. Let $u(x):=$ $a x+b, a \neq 0$. Note that $b \neq 0$, as otherwise $u$ would be nilpotent. When $a=1$, every $u(x) \in S_{0}$ : in fact if $u(x)=x+b$, then by the linear iteration formula, $u^{(n)}(0)=b(1+\cdots+1)=b n$, which is non-zero for all $n \in \mathbb{N}$. For each prime $p$, one has $u^{(p)}(0)=b p \equiv_{p} 0$. When $a=-1, u^{(2)}(0)=0$, so $a$ must be different from -1 . Throughout the rest of the proof, we assume that $|a| \geq 2$, i.e., $P(a)$ is a non-empty, finite set. Again, using the linear iteration formula, one obtains $u^{(n)}(0)=b\left(1+\cdots+a^{n-1}\right), n \in \mathbb{N}$. Suppose, if possible, there exists some prime $p$ in $P_{P(b)}(a)$, i.e., there is a prime $p$ such that $p \mid a$ but $p \nmid b$. Then $u^{(n)}(0) \equiv_{p} b$ for every $n \in \mathbb{N}$, which means $u$ cannot be locally nilpotent. Thus $P(b) \supseteq P(a) \neq \emptyset$. If $p \in P(b)$, then $m_{p}=1$. If $p \notin P(b) \cup P(a-1)$, then $u^{(p-1)}(0)=\frac{b}{a-1}\left(a^{p-1}-1\right) \equiv_{p} 0$, which follows from Fermat's Little Theorem. Finally, if $p \in P(a-1)$, then $u^{(p)}(0)=$ $b\left(1+\cdots+a^{p-1}\right) \equiv{ }_{p} b(1+\cdots+1) \equiv{ }_{p} 0$. Thus $m_{p}$ exists for every $p \in \mathcal{P}$.

The next corollary follows directly from the above theorem.
Corollary 4.5. The following is the list of all polynomials in $S_{0, \emptyset}$ :
(1) $x+b$ with $b \in \mathbb{Z} \backslash\{0\}$, and
(2) $a x+b$, with $P(b) \supseteq P(a) \neq \emptyset$ and $b \neq 0$.

## 5. Linear Case of $d=1$

In this section, we classify all polynomials that are locally nilpotent but nonnilpotent at $r$. Since the cases $r=0$ and $r= \pm 1$ have been covered in the previous
section, our focus here will be on the values of $r$ that lie in $\mathbb{Z} \backslash\{0, \pm 1\}$. First, we state and prove a classification theorem for polynomials that are weakly locally nilpotent at 1 outside some given finite subset $A$ of $\mathcal{P}$. We will use this theorem to prove our final main result, Theorem 5.3.

Theorem 5.1. Let $A=\left\{q_{1}, \ldots, q_{k}\right\}$, where $q_{1}, \ldots, q_{k}$ are $k$ distinct primes. Then the following is the list of all the polynomials in $L_{1, A}^{1}$ :
(1) $x \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, where $s_{i} \in \mathbb{N} \cup\{0\}$;
(2) $\alpha(x-1)$, where $\alpha \in \mathbb{Z} \backslash\{0\}$;
(3) $\pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}} x+1$, where $s_{i} \in \mathbb{N} \cup\{0\}$ is such that $\sum s_{i} \geq 1$;
(4) $-2 x-1$ (only when $2 \in A$ ); and
(5) $-2 x+4$.

Proof. Let $u=u(x) \in L_{1, A}^{1}$. Then by Fact 1.1, it must be linear, say $u(x)=a x+b$. By the linear iteration formula, $u^{(n)}(1)=a^{n}+b\left(1+\cdots+a^{n-1}\right)$ for every $n \in \mathbb{N}$. It is clear that $b \neq 0$, as otherwise $u^{(n)}(1)$ would just be $a^{n}$, which cannot be divisible by any prime outside $P(a)$. Note that if $a=1$, then $u^{\left(m_{p}\right)}(1)=1+b m_{p} \equiv_{p} 0$ for every prime $p \notin A$, i.e., $b m_{p} \equiv_{p}-1$ for every prime $p \notin A$, i.e., $b$ is invertible in $\mathbb{F}_{p}$ for every prime $p \notin A$, i.e., $b$ is equal to $\pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$ for some $s_{i}$ 's in $\mathbb{N} \cup\{0\}$. One can check that the polynomials $x \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$ are indeed in $L_{1, A}^{1}$, whenever all $s_{i}$ are in $\mathbb{N} \cup\{0\}$.

If $a=-1$, then $u(x)=-x+b$, and $u^{(2)}(x)=x$. Thus $u$ cannot be in $L_{1, A}^{1}$ unless $b=1$, and, in that case, it is in fact in $N_{1,1}^{1}$. Throughout the rest of the proof, we assume that $|a| \geq 2$. Similar to the proof of Theorem 4.1, one has the following three cases.

Case 1. Suppose that $u(1)-1 \notin\{ \pm 1\}$. This means $P(u(1)-1) \neq \emptyset$, so $a+b=$ $1 \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, i.e., $b=1-a \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, for some $s_{i} \in \mathbb{N} \cup\{0\}$ with $\sum s_{i} \geq 1$. Then by the linear iteration formula, one has

$$
u^{(n)}(1)=\frac{b \pm a^{n}(1-a-b)}{1-a}
$$

for each $n \in \mathbb{N}$, and it follows from Remark 3.3 that there exists an $m \in \mathbb{Z}$ such that $b= \pm a^{m}(1-a-b)$. If $m=0$ then $b= \pm(1-a-b)$, i.e., $a+2 b=1$, as otherwise $a$ would be 1. One also has $a+b=1 \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$. Solving $a$ and $b$ from these two equations one obtains $a=1 \pm 2 q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}, b=\mp q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$. Therefore $u(x)=$ $\left(1 \pm 2 q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right) x \mp q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, and so $u^{(n)}(1)=\frac{1+\left(1 \pm 2 q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)^{n}}{2}$ for every $n \in \mathbb{N}$. Letting $\alpha=1 \pm 2 q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}, \beta=-1$, and $\gamma=1$, it is clear that neither $\frac{\beta}{\gamma}$ nor $\frac{\gamma}{\beta}$ is a power of $\alpha$. It follows from Lemma 3.2 that $\left(1 \pm 2 q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right) x \mp q_{1}^{s_{1}} \cdots q_{k}^{s_{k}} \notin L_{1, A}^{1}$. Thus $m$ must be a non-zero integer. Let us consider the following possibilities.

If $m \in \mathbb{N}$ and $b=a^{m}(1-a-b)$, then $b\left(1+a^{m}\right)=a^{m}(1-a)$. Since $\operatorname{gcd}\left(a^{m}, a^{m}+\right.$ $1)=1$, one obtains $a^{m}+1 \mid 1-a$, which is only possible if $m=1$. (Similarly one treats the possibility $m=-n$ with $n \in \mathbb{N}$.) If $m \in \mathbb{N}$ and $b=-a^{m}(1-a-b)$, then $b\left(1-a^{m}\right)=-a^{m}(1-a)$, i.e., $b\left(1+\cdots+a^{m-1}\right)=-a^{m}$. Since $\operatorname{gcd}\left(1+\cdots+a^{m-1}, a^{m}\right)=$ 1 , one obtains $1+\cdots+a^{m-1}= \pm 1$, which is only possible if $m \in\{1,2\}$. (Similarly one treats the possibility $m=-n$ with $n \in \mathbb{N}$.) Thus one only needs to look at $m= \pm 1, \pm 2$, which we investigate in the following four subcases.
Subcase 1. Let $m=-1$. Here one has $b a= \pm(1-a-b)$. First, suppose that $b a=1-a-b$, i.e., $b(a+1)=1-a$. This means $a+1 \mid a-1$, which is only possible if $a=-2$ and $a=-3$. These values generate the polynomials $u(x)=-2 x-3$ and $u(x)=-3 x-2$, respectively. When $u(x)=-2 x-3$, the linear iteration formula gives

$$
u^{(n)}(1)=2(-2)^{n}-1 .
$$

Letting $\alpha=-2, \beta=1$, and $\gamma=2$, it is clear that neither $\frac{\beta}{\gamma}$ nor $\frac{\gamma}{\beta}$ is a power of $\alpha$. Therefore, by Lemma 3.2, $-2 x-3 \notin L_{1, A}^{1}$. Similarly one can show that $-3 x-2 \notin L_{1, A}^{1}$.

Now suppose $b a=-(1-a-b)$. This gives $b=1$ and hence $a= \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$. Thus $u(x)= \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}} x+1$, and it follows from the linear iteration formula that for each $n \in \mathbb{N}$, one has

$$
u^{(n)}(1)=\left( \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)^{n}+\left[1+\cdots+\left( \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)^{n-1}\right]=\frac{1-\left( \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)^{n+1}}{1-\left( \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)}
$$

If $p \in P_{A}\left(1-\left( \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)\right)$, then $u^{(p)}(1) \equiv_{p} p \equiv_{p} 0$. So suppose that $p \notin P_{A}(1-$ $\left.\left( \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)\right)$. Now if $2 \in A$, then the existence of $m_{2}$ is not a concern; if $2 \notin A$, then $2 \in P_{A}\left(1-\left( \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)\right)$, which was covered above. Finally, if $p$ is in $A \cup\{2\}$, then $u^{(p-2)}(1) \equiv{ }_{p} 0$ by Fermat's Little Theorem. So $u(x)= \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}} x+1$ is in $L_{1, A}^{1}$.
Subcase 2. Let $m=1$. Here one has $b= \pm a(1-a-b)$. First, suppose that $b=a(1-a-b)$, i.e., $b(a+1)=a(1-a)$. The same reasoning as above implies $a+1 \mid a-1$, so the only possibilities one obtains are $(a, b)=(-2,6)$ or $(-3,6)$. These values produce the polynomials $u(x)=-2 x+6$, and $u(x)=-3 x+6$, respectively. When $u(x)=-2 x+6$, the linear iteration formula gives

$$
u^{(n)}(1)=-(-2)^{n}+2 .
$$

Letting $\alpha=-2, \beta=-2$, and $\gamma=-1$, it is clear that neither $\frac{\beta}{\gamma}$ nor $\frac{\gamma}{\beta}$ is a power of $\alpha$. Therefore, by Lemma 3.2, $-2 x+6 \notin L_{1, A}^{1}$. Similarly, one can show that $-3 x+6 \notin L_{1, A}^{1}$.
Subcase 3. Let $m=-2$. Here one has $b a^{2}= \pm(1-a-b)$. First, suppose $b a^{2}=1-a-b$, i.e., $b\left(a^{2}+1\right)=1-a$. This means $a^{2}+1 \mid a-1$, which is not
possible, as $|1-a| \leq 1+|a|<1+a^{2}$. Thus $b a^{2}=-(1-a-b)$, i.e., $b(a+1)=1$, i.e., $b=a+1= \pm 1$. So $u(x)=-2 x-1$. It follows from the linear iteration formula that

$$
u^{(n)}(1)=(-2)^{n}-\left[1+\cdots+(-2)^{n-1}\right]=\frac{(-2)^{n+2}-1}{3}, n \in \mathbb{N}
$$

It is easy to see that $m_{2}$ does not exist, $m_{3}=1$, and for all $p \in \mathcal{P}_{\{2,3\}}$, one has $u^{(p-3)}(1) \equiv{ }_{p} 0$. So $-2 x-1$ is in $L_{1, A}^{1}$ if and only if $2 \in A$.

Subcase 4. Let $m=2$. Here one has $b= \pm a^{2}(1-a-b)$. First, suppose that $b=a^{2}(1-a-b)$, i.e., $b\left(1+a^{2}\right)=a^{2}(1-a)$. Since $\operatorname{gcd}\left(1+a^{2}, a^{2}\right)=1$, one obtains $1+a^{2} \mid 1-a$, which is impossible (see Subcase 3 above). So $b=-a^{2}(1-a-b)$, i.e., $b(a+1)=-a^{2}$ which means $a+1= \pm 1$ and $b=\mp a^{2}$. Since $|a| \geq 2$, this means $a=-2$ and $b=4$. But then $u(1)-1=1 \in\{ \pm 1\}$, an impossibility in this case.

This concludes Case 1. Now we look at the remaining two cases.
Case 2. Suppose that $u(1)-1=-1$. These are the polynomials in $N_{1,1}^{1}$.
Case 3. Finally, suppose that $u(1)-1=1$. If $u(2)=0$, then $u(x)=-2 x+4$. One can suppose that $u(2) \notin\{0,1,2\}$, i.e., $u(2)$ is either less than or equal to -1 , or greater than or equal to 3 , i.e., $|u(2)-1| \geq 2$, i.e., $P(u(2)-1) \neq \emptyset$. If $u(2)=3$, then $u(x)=x+1 \in S_{1}$. Thus one can further assume that $u(2) \neq 3$. Since $u(1)=2, b=2-a$ and so $u(x)=a x+(2-a)$. Then by the linear iteration formula, one obtains

$$
u^{(n)}(1)=\frac{2-a-a^{n}}{1-a}, \quad n \in \mathbb{N} .
$$

Since $u \in L_{1, A}^{1}$, it follows from Remark 3.3 that $2-a=a^{m}$, for some $m \in \mathbb{Z}$. Note that $m$ cannot be a non-positive integer as otherwise it would follow that $a$ must be equal to $\pm 1$. Thus $m \in \mathbb{N}$ and $2=a\left(1+a^{m-1}\right)$. Therefore $a= \pm 2$ and $1+a^{m-1}= \pm 1$, i.e., $a^{m-1}=-2$, i.e., $a=-2$. But $a=-2$ implies that $b=4$ and hence $u(2)=2 a+b=0$, which cannot happen as $u(2) \notin\{0,1,2,3\}$. Thus $a x+(2-a) \notin L_{1, A}^{1}$.

The next corollary follows directly from Theorem 5.1.
Corollary 5.2. Let $A=\left\{q_{1}, \ldots, q_{k}\right\}$, where $q_{1}, \ldots, q_{k}$ are $k$ distinct primes. Then the following is the list of all polynomials in $L_{1, A}^{1} \backslash N_{1}$ :
(1) $x+q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, where $s_{i} \in \mathbb{N} \cup\{0\}$;
(2) $x-q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, where $s_{i} \in \mathbb{N} \cup\{0\}$ such that $\sum s_{i} \geq 1$;
(3) $\pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}} x+1$, where $s_{i} \in \mathbb{N} \cup\{0\}$ such that $\sum s_{i} \geq 1$; and
(4) $-2 x-1$ (only when $2 \in A$ ).

Finally, we state and prove the last (main) result of this paper.

Theorem 5.3. Let $r$ be a natural number greater than or equal to 2 and $r=$ $q_{1}^{a_{1}} \cdots q_{k}^{a_{k}}$ be its prime decomposition. Then the following is the list of all polynomials in $S_{r}$ :
(1) $x+q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, where $s_{i} \in \mathbb{N} \cup\{0\}$;
(2) $x-q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, where $s_{i} \in \mathbb{N} \cup\{0\}$ with at least one $j \in\{1, \ldots, k\}$ such that $s_{j}>a_{j} ;$
(3) $\pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}} x+r$, where $s_{i} \in \mathbb{N} \cup\{0\}$ with $\sum_{i} s_{i} \geq 1$; and
(4) $-2 x-r$ (only when $r$ is even).

Proof. Let $u=u(x) \in S_{r}$ and $A:=P(r)$. Then by Fact 1.1, $u$ must be linear, say $u(x)=a x+b$. First, we will look at the instances when $a= \pm 1$. Note that if $a=1$, then $u^{\left(m_{p}\right)}(r)=r+b m_{p} \equiv_{p} 0$ for every prime $p$, i.e., $b m_{p} \equiv_{p}-r$ for every prime $p$, i.e., $b$ is invertible in $\mathbb{F}_{p}$ for every prime $p \notin A$, i.e., $b$ is equal to $\pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$ for some $s_{i}$ 's in $\mathbb{N} \cup\{0\}$. Thus when $a=1$, one expects $u(x)$ to be of the form $x \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$. First, suppose that $u(x)=x+q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$. Then by the linear iteration formula, $u^{(n)}(r)=q_{1}^{a_{1}} \cdots q_{k}^{a_{k}}+n \cdot q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, which is always nonzero for every $n \in \mathbb{N}$. One can check that these polynomials are locally nilpotent, and they are in Theorem 5.3(1). Now suppose that $u(x)=x-q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$. Then by the linear iteration formula, $u^{(n)}(r)=q_{1}^{a_{1}} \cdots q_{k}^{a_{k}}-n \cdot q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$ for all $n \in \mathbb{N}$. If, for all $i \in\{1, \ldots, k\}, s_{i} \leq a_{i}$, then one has $u^{\left(q_{1}^{\left.a_{1}-s_{1} \ldots q_{k}^{a_{k}-s_{k}}\right)}(r)=0 \text {, which is }\right.}$ a contradiction, as $u$ is non-nilpotent. That means one must have at least one $j \in\{1, \ldots, k\}$ such that $a_{j}<s_{j}$. It can now be checked that $u$ is non-nilpotent but locally nilpotent, and so one obtains the polynomials in Theorem 5.3(2).

If $a=-1, u(x)=-x+b$ and $u^{(2)}(x)=x$. Therefore $u$ cannot be in $L_{r, \emptyset}^{1}$ unless $b=r$, and, in that case, it is in fact in $N_{r, 1}^{1}$, a contradiction. Thus $a \neq-1$. Throughout the rest of the proof, we suppose that $|a| \geq 2$. It follows from Remark 3.3 that there exists an $m \in \mathbb{N} \cup\{0\}$ such that $a^{m} b=b+a r-r$. If $m=0$, then $r(1-a)=0$, which is an impossibility, as $r \neq 0$ and $|a| \geq 2$. That means $m \in \mathbb{N}$ and $b\left(a^{m}-1\right)=r(a-1)$, i.e., $b\left(1+\cdots+a^{m-1}\right)=r$, and so $b \mid r$.

We want to show that $u(r)-r \notin\{ \pm 1\}$. Suppose otherwise, i.e., $u(r)=r \pm 1$. This means $b=r-a r \pm 1$, i.e., $u(x)=a x+(r-a r \pm 1)$. We will only consider the possibility $b=r-a r-1$ as the other possibility can be rejected using the same argument. Applying the linear iteration formula, one obtains

$$
u^{(n)}(r)=\frac{a^{n}+r-a r-1}{1-a}=\frac{a^{n}+b}{1-a} \text { for all } n \in \mathbb{N} .
$$

From Remark 3.3, it follows that $r-a r-1=-a^{t}$, for some $t \in \mathbb{Z}$. It is clear that $t \neq 0$, as otherwise $r-a r=0$, i.e., $r(1-a)=0$, i.e., either $r=0$ or $a=1$, which is not true. If $t=-n$ for some $n \in \mathbb{N}$, then $a^{n}(r-a r-1)=-1$, again an
impossibility, as $|a| \geq 2$. Thus $t \in \mathbb{N}$, and $r(1-a)=1-a^{t}$, i.e., $r=1+\cdots+a^{t-1}$. That means $t \geq 2, a \mid r-1$, and $u^{(t)}(r)=0$, i.e., $u$ is nilpotent at $r$, a contradiction. Thus $u(r)-r$ cannot be a unit, and $u(r)=r \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$ for suitable $s_{i}$ 's in $\mathbb{N} \cup\{0\}$ with $\sum_{i} s_{i} \geq 1$. Thus $b=r-a r \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$. However, $b \mid r$ implies that $b \mid q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, i.e., there exist $t_{i} \in \mathbb{N} \cup\{0\}$ with $t_{i} \leq s_{i}$ for every $i$ such that $b= \pm q_{1}^{t_{1}} \cdots q_{k}^{t_{k}}$. From $b=r-a r \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, one obtains $r a=r-b \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}=$ $r-b\left( \pm 1 \pm q_{1}^{s_{1}-t_{1}} \cdots q_{k}^{s_{k}-t_{k}}\right)$, i.e., $r \mid b\left( \pm 1 \pm q_{1}^{s_{1}-t_{1}} \cdots q_{k}^{s_{k}-t_{k}}\right)$. Suppose, if possible, all the $t_{i}$ 's are zero. Then $b= \pm 1$, and so $r$ must divide $\pm 1 \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, which is clearly absurd, as $\operatorname{gcd}\left(r, \pm 1 \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)=\operatorname{gcd}\left(q_{1}^{a_{1}} \cdots q_{k}^{a_{k}}, \pm 1 \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)=1$. Thus $\sum_{i} t_{i} \geq 1$. All of these now reduce to the following two cases.
Case 1. There exists $j \in\{1, \ldots, k\}$ such that $s_{j}>t_{j}$. Since

$$
\operatorname{gcd}\left(r, \pm 1 \pm q_{1}^{s_{1}-t_{1}} \cdots q_{k}^{s_{k}-t_{k}}\right)=1
$$

$r$ must divide $b$, so one can deduce that $r= \pm b$. Thus $a_{i}=t_{i} \leq s_{i}$ for all $i \in$ $\{1, \ldots, k\}$. We use the technique of reduction of polynomials here. Define $v=$ $v(x):=\frac{1}{r} u(r x)=a x \pm 1$. Then

$$
v(1)=\frac{1}{r} u(r)=\frac{1}{r}\left(r \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}\right)=1 \pm q_{1}^{s_{1}-a_{1}} \cdots q_{k}^{s_{k}-a_{k}}
$$

and $v \in L_{1, A}^{1} \backslash N_{1}$. It now follows from the list in Corollary 5.2 that one has two possibilities for $v$ (since $|a| \geq 2)$ :
(i) $v(x)= \pm q_{1}^{s_{1}-a_{1}} \cdots q_{k}^{s_{k}-a_{k}} x+1$, in which case $u(x)= \pm q_{1}^{s_{1}-a_{1}} \cdots q_{k}^{s_{k}-a_{k}} x+r$, or
(ii) $v(x)=-2 x-1$ (only when $2 \in A$ ), in which case $u(x)=-2 x-r$.

One can check that both (i) and (ii) are indeed in $S_{r}$.
Case 2. For all $i \in\{1, \ldots, k\}, s_{i}=t_{i}$. Then $\pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}=b \mid r$, i.e., $a_{i} \geq s_{i}$ for each $i$. From $b=r-a r \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, one obtains $r(1-a)= \pm 2 q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}= \pm 2 b$. Thus either $r= \pm b$ or $r= \pm 2 b$. The first possibility has been taken care of in Case 1. So one can assume that $r=2 q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}= \pm 2 b$. That would mean $a=2$ and that $2 \in A$. Without loss of generality, let $q_{1}=2$, and so $r=2^{s_{1}+1} \cdots q_{k}^{s_{k}}$. Rewriting $b=r-a r \pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$ gives us $2 r=r-2 b$, i.e., $r=-2 b$. This means $u(x)=2 x-\frac{r}{2}$. It follows from the linear iteration formula that

$$
u^{(n)}(r)=\frac{r}{2} \cdot\left(2^{n}+1\right), n \in \mathbb{N}
$$

Letting $\alpha=2, \beta=-1, \gamma=1$, one sees that neither $\frac{\beta}{\gamma}$ nor $\frac{\gamma}{\beta}$ is a power of $\alpha$. Thus from Lemma 3.2, $\mathcal{P} \backslash P\left(2^{n}+1\right)$ is an infinite set so that $\mathcal{P} \backslash P\left(\frac{r}{2} \cdot\left(2^{n}+1\right)\right)$ is also an infinite set. So $2 x-\frac{r}{2} \notin S_{r}$. This completes the proof.

From Fact 3.1 and Theorem 5.3 the next corollary is immediate.
Corollary 5.4. If $r=-q_{1}^{a_{1}} \cdots q_{k}^{a_{k}}$ is the prime decomposition of an integer $r \leq-2$, then the following is the list of all polynomials in $S_{r}$ :
(1) $x-q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, where $s_{i} \in \mathbb{N} \cup\{0\}$;
(2) $x+q_{1}^{s_{1}} \cdots q_{k}^{s_{k}}$, where $s_{i} \in \mathbb{N} \cup\{0\}$ with at least one $j \in\{1, \ldots, k\}$ such that $s_{j}>a_{j} ;$
(3) $\pm q_{1}^{s_{1}} \cdots q_{k}^{s_{k}} x-r$, where $s_{i} \in \mathbb{N} \cup\{0\}$ with $\sum_{i} s_{i} \geq 1$; and
(4) $-2 x+r$ (only when $r$ is even).

## 6. Some Open Problems

For $u(x)$, a non-constant polynomial over $\mathbb{Z}$, let

$$
N(u):=\left\{r \in \mathbb{Z} \mid u \in N_{r}\right\}, \quad L N(u):=\left\{r \in \mathbb{Z} \mid u \in L_{r, \emptyset}\right\} .
$$

Then one can consider the following problems:
Q1. Describe all $u$ 's such that $N(u)$ is finite.
Q2. Describe all $u$ 's such that $L N(u)$ is finite.
Q3. Given $r \in \mathbb{Z}$, describe all $u$ 's such that $r \in L N(u)$.
We would like to say a few words about the problems Q1-Q3. The methods used in the paper are useful for linear polynomials, and due to Fact 1.1, we were able to achieve our goal by studying the linear polynomials only. It is clear that if $u$ is assumed to be linear, then $N(u)$ is finite for every $u$ except for the polynomials of the form $\pm x \pm c, c \in \mathbb{Z} \backslash\{0\}$. This answers Q1 for linear polynomials $u(x)$. It should be noted that $L N(u)=N(u) \cup\left\{r \in \mathbb{Z} \mid u \in S_{r}\right\}$. Therefore, for Q2, due to Fact 1.1 again, if the degree of $u$ is greater than or equal to 2 , then $L N(u)$ is finite so that $N(u)$ is finite. For linear polynomials of the form $\pm x \pm c, c \in \mathbb{Z} \backslash\{0\}$, $N(u)$ is infinite and so $L N(u)$ is infinite. If $u=a x+b$ with $a \neq 1$, then one readily sees that $u^{(n)}(r)=\frac{a^{n}(r-a-b)+b}{1-a}$. Note that $\frac{b}{a+b-r}=a^{k}$ for some $k \in \mathbb{Z}$, can only be true for finitely many values of $r$. So it follows from Lemma 3.2 that $\mathcal{P} \backslash \cup_{n \in \mathbb{N}} P\left((r-a-b) a^{n}+b\right)$ is finite for only finitely many values of $r$. Thus for these polynomials, $L N(u)$ is indeed finite. In this paper, we have fully classified $S_{r}$ for every integer $r$. Also, given an $r$, using the linear iteration formula, it should be easy enough to describe the linear $u$ 's such that $r \in N(u)$. Therefore we have a partial answer for Q3 here. Thus if one knows enough about the form of the
nilpotent polynomials of degree higher than or equal to 2 , one should potentially be able to answer all of the questions above. This is a work in progress and it is of course important enough to be considered as a separate work.
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