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B.3. Shortcuts for 2×2 Matrices

In this section,we give someshortcutsfor finding theinverseof andtheeigenvectors
of 2×2 matrices.

Let

A =

[
a b
c d

]

.

Inverse. Youcaneasilycheckthattheinverseis

A−1 =
1

detA

[
d −b
−c a

]

.

Soto find theinverseof a 2x2 matrix, interchange the diagonal elements, change the sign
of the off-diagonal elements, anddivide by the determinant.

EXAMPLE B.3.1.

A =

[
1 7
−3 4

]

A−1 =
1
25

[
4 −7
3 1

]

Eigenvalues and eigenvectors. To find theeigenvaluesof A, wemustsolvedet(A−λ I) =
0 for λ . We have

det(A−λ I) = (a−λ )(d−λ )−bc

= λ 2 − (a + d)λ +(ad−bc)

= λ 2 −Tr(A)λ +det(A)

whereTr(A) = a + d is the trace of A. (The traceof a squarematrix is the sumof the
diagonalelements.)Thenthe eigenvaluesare found by usingthe quadraticformula, as
usual.

Now considertheproblemof finding theeigenvectorsfor theeigenvaluesλ1 andλ2.
An eigenvectorassociatedwith λ1 is a nontrivial solution~v1 to

(A−λ1I)~v =~0. (B.4)

Now

A−λ1I =

[
a−λ1 b

c d −λ1

]

Thematrix A−λ1I must besingular. That is preciselywhatmakesλ1 aneigenvalue.If a
2×2 matrix is singular, thesecondrow must bea multipleof thefirst row (unlessthefirst
row is zero). Therefore,we know thatputtingA−λ1I into row echelonform mustresult
in a row of zeros.Sincewe know this mustbethecase,thereis no needto actuallydo it!
All we needto find aneigenvectoris thefirst row. In particular, if ~v = [v1,v2]

T, then(B.4)
implies

(a−λ1)v1 + bv2 = 0. (B.5)

Wecouldsolvethisfor, say, v2 in termsof v1, andgiveall thepossibleeigenvectorsin terms
of thearbitraryparameterv1. (This is theeigenspace associatedwith theeigenvalueλ1.)
However, oftenall we needis one eigenvectorfrom this space.(More precisely, we want
a basis for theeigenspace.)An easysolutionto (B.5) is v1 = −b andv2 = (a−λ1). Thus
(unless(a−λ1) andb bothhappento bezero),oncewewrite down thematrixA−λ1I, we
canimmediatelyobtaintheeigenvector

~v1 =

[
−b

a−λ1

]
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If both(a−λ1) andb arezero,we canusethesecondrow to find aneigenvector:

~v1 =

[
d−λ1

−c

]

.

So, oncewe have an eigenvalueof a 2× 2 matrix, it is very easyto find a correspond-
ing eigenvector. This works evenwhenthe eigenvalueis complex. It will give a correct
complex eigenvector.

EXAMPLE B.3.2.

A =

[
1 2
3 −4

]

Thecharacteristicpolynomialis

λ 2 − (1+(−4))λ +((1)(−4)− (2)(3)) = λ 2 +3λ −10,

sowe find

λ =
−3±

√

9−4(−10)
2

= −5,2.

Let λ1 = −5 andλ2 = 2. Now we’ll find aneigenvectorfor eacheigenvalue.

λ1 = −5

A−λ1I =

[
6 2
3 1

]

As expected,we seethat the secondrow is a multiple of the first. Using the shortcut
discussedabove,wecanimmediatelyfind oneeigenvectorto be

~v1 =

[
−2
6

]

Of course,sinceany nonzeromultiple of aneigenvectoris alsoaneigenvector, we could
alsochoose

~v1 =

[
−1
3

]

λ2 = 2

A−λ2I =

[
−1 2
3 −6

]

In thiscase,apossibleeigenvectoris

~v2 =

[
−2
−1

]

or, if we wantto minimizethenumberof minussigns,

~v2 =

[
2
1

]

EXAMPLE B.3.3.

A =

[
−1 −3
4 3

]

Thecharacteristicpolynomialis
λ 2 −2λ +9,

andtheeigenvaluesare

λ =
2±

√
4−36
2

= 1±2
√
−2 = 1±2

√
2i
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Let λ1 = 1+2
√

2i, andλ2 = λ ∗
1 . We’ll find aneigenvectorassociatedwith theeigenvalue

λ1.
We have

A−λ1I =

[
−1− (1+2

√
2i) −3

4 3− (1+2
√

2i)

]

=

[
−2−2

√
2i −3

4 2−2
√

2i

]

By usingtheshortcutdiscussedabove,wecanimmediatelywrite down theeigenvector

~v1 =

[
3

−2−2
√

2i

]

(If we weresolvinga systemof differentialequations,we would thenwant to express~v1

as

~v1 =

[
3
−2

]

+ i

[
0

−2
√

2

]

so~a =

[
3
−2

]

and~b =

[
0

−2
√

2

]

.)


