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#### Abstract

In this article we establish Freiman's $3 k-4$ Theorem, under some restrictions, for the groups $\mathbb{Z} \times G$, where $G$ is any abelian group. Some consequences are also derived. Furthermore, the arguments of the article extend to cover the cases when $G$ is non-abelian.


## 1. Introduction

Let $G$ be an abelian group (written additively), and let $A$ and $B$ be finite subsets of $G$. The sumset of $A$ and $B$ is defined as $A+B:=\{a+b: a \in A, b \in B\}$. If $G=\mathbb{Z}$, the group of integers, then it is well known that

$$
\begin{equation*}
|A+B| \geq|A|+|B|-1 \tag{1}
\end{equation*}
$$

The size of the cardinality $|A+B|$ has bearing on the structure of the sets $A$ and $B$. In relation (1) equality holds if and only if $A$ and $B$ are arithmetic progressions with the same common differences. For the cyclic group $G=\mathbb{Z} / p \mathbb{Z}$ of prime order, the analogue of (1) is given by the classical theorem of Cauchy-Davenport (see for example [14] or [12]). For subsets $A$ and $B$ of $\mathbb{Z} / p \mathbb{Z}$ one has

$$
\begin{equation*}
|A+B| \geq \min \{p,|A|+|B|-1\} \tag{2}
\end{equation*}
$$

In [15], Vosper proved that if $|A|+|B|-1<p$, then equality in (2) holds if and only if $A$ and $B$ are arithmetic progressions with the same common differences.

In [5], Freiman considered the group $G=\mathbb{Z}$ and proved the following structure theorem.

Theorem 1 ( $3 k-4$ Theorem). If $A$ is a set of integers of cardinality $k \geq 2$ and the inequality $|A+A| \leq 3 k-4$ holds, then $A$ is a subset of an arithmetic progression of length $k+b$. Here $b$ is given by $|A+A|=2 k-1+b$.

Extending this theorem to other groups is a well-pursued problem (see the $3 k-4$ conjecture in [11] or see $[2,6,7,8,9,10,13])$. In this article we consider groups of the form $\mathbb{Z} \times G$, where $G$ is any abelian group, and prove the following theorem.

Theorem 2. Let $k \geq 3$ be any integer and $G$ be an abelian group. Consider a subset $\mathcal{A}=\left\{\left(a_{i}, x_{i}\right): 1 \leq i \leq k\right\}$ of $\mathbb{Z} \times G$ such that the projection to the first coordinate, restricted to $\mathcal{A}$, is injective. If $|\mathcal{A}+\mathcal{A}| \leq 3 k-4$, then $\mathcal{A}$ is a subset of an arithmetic progression of length $k+b$, where $|\mathcal{A}+\mathcal{A}|=2 k-1+b$.

It is expected that the assumption "the projection to the first coordinate, restricted to $\mathcal{A}$, is injective" in Theorem 2 may be dropped (see [11] or [3]). In this direction we mention the works of Deshouillers and Freiman [4], where they prove a structure theorem (Theorem 2 in [4]) for subsets $\mathcal{A}$ of $\mathbb{Z} \times \mathbb{Z} / d \mathbb{Z}$, without any assumption on the projection to the first coordinate, but under a stronger assumption on the sumset $|\mathcal{A}+\mathcal{A}|$. In [1] (see Theorem 1), authors have improved the result of Deshouillers and Freiman to cover all subsets $\mathcal{A}$ of $\mathbb{Z} \times \mathbb{Z} / d \mathbb{Z}$ with $|\mathcal{A}+\mathcal{A}|<2.5|\mathcal{A}|$. It seems that the method of [1] can be improved to cover sets with doubling constant more than 2.5 . But, to us, it seems that it will be very lengthy and it is not clear if one can obtain a $3 k-4$ type theorem along those lines.

## 2. Proof of Theorem 2

Before proceeding with the proofs we make some simplifications. Without loss of generality (as 2-isomorphisms take arithmetic progressions to arithmetic progressions, and translations and multiplications by a constant are 2 -isomorphisms), we assume that $a_{1}=0<a_{2}<\ldots<a_{k}$ and the greatest common divisor of $a_{1}, \ldots, a_{k}$ is 1 . We put $A=\left\{a_{1}, \ldots, a_{k}\right\}$, and $R=\min \left\{k, a_{k}-k+3\right\}$. We shall continue with these notations and assumptions throughout the article.

To prove Theorem 2 we introduce the concept of "structured sets". For a pair $(X, A)$ of subsets of $\mathbb{Z}$ with $X \subset A$, we use the notation $X^{(1)}=(X+X-X) \cap A$ and for $i>1$ we shall write $X^{(i)}=\left(X^{(i-1)}\right)^{(1)}$. We define $X^{(\infty)}=\cup_{i \geq 1} X^{(i)}$. Note that the definition of $X^{(\infty)}$ depends on the pair $(X, A)$.

A subset $A$ of $\mathbb{Z}$ is called a structured set if there is a two element subset $X=$ $\left\{g_{1}, g_{2}\right\} \subset A$ such that $g_{2}-g_{1}=1$ and $A=X^{(\infty)}$. A subset $\mathcal{A} \subset \mathbb{Z} \times G$ is said to be structured if the image $\pi_{1}(\mathcal{A})$ of the first projection is a structured subset of $\mathbb{Z}$ and there are $x, y \in G$ satisfying $x_{i}=a_{i} x+y$. The motivation for this definition is based on the following.

Consider a subset $\mathcal{A}=\left\{\left(a_{i}, x_{i}\right): 1 \leq i \leq s\right\}$ of $\mathbb{Z} \times G$, with small doubling, so that the implication $a_{i}+a_{j}=a_{k}+a_{l} \Longrightarrow x_{i}+x_{j}=x_{k}+x_{l}$ is true. It is natural to expect that there are elements $x, y \in G$ such that $x_{i}=a_{i} x+y$, for all $i$. Along the lines of the work of the author [13], we prove that the sets with small doubling
are structured sets. In this direction we prove the following theorem.
Theorem 3. Let $k \geq 3$ be any integer and $G$ be an abelian group. Consider a subset $\mathcal{A}=\left\{\left(a_{i}, x_{i}\right): 1 \leq i \leq k\right\}$ of $\mathbb{Z} \times G$ such that the projection to the first coordinate, restricted to $\mathcal{A}$, is injective. If $|\mathcal{A}+\mathcal{A}| \leq 3 k-4$, then $\mathcal{A}$ is 2 -isomorphic to a structured set.

We will use Theorem 3 to prove Theorem 2. We begin with the following elementary lemma.

Lemma 1. We have $|A+A| \geq 2 k+R-3$.
Proof. Note that $R \leq k$. If the lemma does not hold then we have $|A+A|<$ $2 k+R-3 \leq 3 k-3$. Thus $|A+A|=2 k-1+b$ with $b<k-2$. Now by Theorem 1 we see that $A$ is contained in an arithmetic progression of length $k+b$. Hence we have $a_{k} \leq k+b-1$ and consequently $R \leq b+2$. This gives $2 k+R-3 \leq 2 k-1+b=|A+A|$, which is a contradiction to our assumption $|A+A|<2 k+R-3$.

We have one more elementary lemma.
Lemma 2. If $a_{k-1}$ and $a_{k}$ are not successive terms of any arithmetic progression containing $A$, then, for $B=\left\{a_{1}, a_{2}, \ldots, a_{k-1}\right\}$, we have $|A+A| \geq|B+B|+3$.

Proof. Note that $a_{k}+a_{k}, \ldots, a_{k}+a_{1}$ are $k$ distinct elements in $A+A$. Clearly $a_{k}+a_{k}, a_{k}+a_{k-1}$ are not in $B+B$. We claim that there is $i<k-1$ such that $a_{k}+a_{i}$ is not in $B+B$, this will prove the lemma.

We consider the decreasing arithmetic progression $c_{1}=a_{k}, c_{2}=a_{k-1}, c_{3}=a_{k}-$ $2\left(a_{k}-a_{k-1}\right), \ldots$ Then $A$ is not contained in the arithmetic progression $c_{1}, c_{2}, \ldots$. If $a_{k}+a_{k-2} \in B+B$ then $a_{k}+a_{k-2}=2 a_{k-1}$ and consequently $a_{k-2}=c_{3}$. Thus, either $a_{k}+a_{k-2} \notin B+B$ or $a_{k-2}=c_{3}$. If former is the case then the claim is established. In the latter case, i.e. $a_{k-2}=c_{3}$, the element $a_{k-2}$ lies in the arithmetic progression $c_{1}, c_{2}, \ldots$. Continuing this way we conclude that either there is some $i<k-1$ such that $a_{k}+a_{i}$ is not in $B+B$ or $A$ is contained in the arithmetic progression $c_{1}, c_{2}, \ldots$. Since $A$ is not contained in the arithmetic progression $c_{1}, c_{2}, \ldots$, the claim is established.

Proof. (Theorem 3) We use induction on $k$. For $k=3$, we have $|A+A| \geq 5$ and $3 k-4=5$. Thus

$$
\begin{equation*}
|\mathcal{A}+\mathcal{A}|=|A+A|=3 k-4 \tag{3}
\end{equation*}
$$

Since $\min (A)=0$ and $\operatorname{gcd}(A)=1$, by Equation (3) we have $A=\{0,1,2\}$. Also, Equation (3) forces $x_{i}+x_{j}=x_{k}+x_{l}$, whenever $a_{i}+a_{j}=a_{k}+a_{l}$. Let $x, y \in G$ be such that $x_{1}=a_{1} x+y$ and $x_{2}=a_{2} x+y$. If $x_{3} \neq a_{3} x+y$, then $|\mathcal{A}+\mathcal{A}|>|A+A|=3 k-4$, which is a contradiction. Thus $\mathcal{A}$ is a structured set.

Now we assume that $k>3$ and put $\mathcal{B}=\left\{\left(a_{i}, x_{i}\right): 1 \leq i \leq k-1\right\}$. We consider following two cases.

Case 1: $\mathcal{B}$ is a structured set. Since $\mathcal{B}$ is structured, $\pi_{1}(\mathcal{B})$ is structured and there exist $x, y \in G$ such that $x_{i}=a_{i} x+y$ for all $i \leq k-1$. If $(\mathcal{B}+\mathcal{B}) \cap\left(\left(a_{k}, x_{k}\right)+\mathcal{B}\right) \neq \emptyset$ then there are indices $u, v, w \leq k-1$ such that

$$
\left(a_{k}, x_{k}\right)+\left(a_{u}, x_{u}\right)=\left(a_{v}, x_{v}\right)+\left(a_{w}, x_{w}\right) .
$$

From this we see that $a_{k}=a_{v}+a_{w}-a_{u}$ and $x_{k}=x_{v}+x_{w}-x_{u}$. Now it immediately follows that $\mathcal{A}$ is structured. We may now assume that $(\mathcal{B}+\mathcal{B}) \cap\left(\left(a_{k}, x_{k}\right)+\mathcal{B}\right)=\emptyset$, so that $|\mathcal{A}+\mathcal{A}| \geq|\mathcal{B}+\mathcal{B}|+|\mathcal{B}|$; the consideration of $\left(a_{k}, x_{k}\right)+\left(a_{k}, x_{k}\right)$ leads to

$$
\begin{equation*}
|\mathcal{A}+\mathcal{A}| \geq|\mathcal{B}+\mathcal{B}|+|\mathcal{B}|+1 \tag{4}
\end{equation*}
$$

Using the trivial lower bound on the first coordinate we find

$$
\begin{equation*}
|\mathcal{B}+\mathcal{B}| \geq 2|\mathcal{B}|-1 \tag{5}
\end{equation*}
$$

Using this in (4) we get

$$
|\mathcal{A}+\mathcal{A}| \geq 3|\mathcal{B}|=3 k-3
$$

which is a contradiction. This contradiction proves the theorem in this case.

Case 2: $\mathcal{B}$ is not structured. By the induction hypothesis we get $|\mathcal{B}+\mathcal{B}| \geq$ $3(k-1)-3$. If $a_{k-1} \neq a_{k}-1$, then using Lemma 2 , with $A=\pi_{1}(\mathcal{A})$ and $B=\pi_{1}(\mathcal{B})$, one immediately obtains $|\mathcal{A}+\mathcal{A}| \geq|\mathcal{B}+\mathcal{B}|+3 \geq 3 k-3$, which is a contradiction.

When $a_{k-1}=a_{k}-1$, one can solve for $x, y \in G$ satisfying $x_{k}=a_{k} x+y$ and $x_{k-1}=a_{k-1} x+y$. Observe that, by considering first coordinates, the two elements $\left(a_{k}+a_{k}, x_{k}+x_{k}\right)$ and $\left(a_{k}+a_{k-1}, x_{k}+x_{k-1}\right)$ are in $\mathcal{A}+\mathcal{A}$ but not in $\mathcal{B}+\mathcal{B}$. If there is an $i<k-1$ such that $\left(a_{k}+a_{i}, x_{k}+x_{i}\right) \notin \mathcal{B}+\mathcal{B}$ then we get $|\mathcal{A}+\mathcal{A}| \geq|\mathcal{B}+\mathcal{B}|+3 \geq 3 k-3$, which is a contradiction. Hence $\left(a_{k}+a_{i}, x_{k}+x_{i}\right) \in \mathcal{B}+\mathcal{B}$ holds for all $i<k-1$. Since $\left(a_{k}+a_{k-2}, x_{k}+x_{k-2}\right) \in \mathcal{B}+\mathcal{B}$, using order relation of $\mathbb{Z}$, we obtain $a_{k}+a_{k-2}=2 a_{k-1}$ and $x_{k}+x_{k-2}=2 x_{k-1}$. As a consequence $x_{k-2}=a_{k-2} x+y$. This proves that the set $\left\{\left(a_{k-2}, x_{k-2}\right),\left(a_{k-1}, x_{k-1}\right),\left(a_{k}, x_{k}\right)\right\}$ is a structured set. Continuing this way we see that $\mathcal{A}$ is a structured set.

We now deduce Theorem 2 from Theorem 3. We have $|A+A| \leq 3|A|-4$. By Lemma $12 k+R-3 \leq 3 k-4$. Thus, $R \leq k-1$ and $a_{k}=k+R-3$. Consequently, $A$ is contained in the interval $[0, k+R-3]$ and lies in an arithmetic progression of length $k+R-2$.

By Theorem 3, there exist $x, y \in G$ such that $x_{i}=a_{i} x+y$, for all $i$. Thus $\mathcal{A}$ is contained in an arithmetic progression of length $k+R-2$.

We have $|A+A|=|\mathcal{A}+\mathcal{A}|=2 k-1+b$. From Lemma 1 one has $2 k+R-3 \leq$
$2 k-1+b$, that is, $R-2 \leq b$. Consequently, $\mathcal{A}$ is contained in an arithmetic progression of length $k+b$.

Next we give some consequences of Theorem 3. We have not seen these results in literature, and these are easily deduced from Theorem 3.

Corollary 1. Let $A$ be a subset of $k \geq 3$ integers with $\min (A)=0$ and the greatest common divisor of the elements of $A$ is 1 . If $A$ is not a structured set, then $|A+A|>$ $3|A|-4$.

Proof. Let $G$ be any finite abelian group. Consider the subset $\mathcal{A}=\{(a, 0): a \in A\}$ of $\mathbb{Z} \times G$. If $|A+A| \leq 3|A|-4$, then Theorem 2 will give that $\mathcal{A}$ is a structured set, and by definition, so is $A$.

The following corollary gives a sufficient condition for a subset of $\mathbb{Z}$ to be a structured set.

Corollary 2. Let $N \geq 2$, and $A \subset[0, N-1]$. If $|A| \geq 2 N / 3+1$, then $A$ is a structured set.

Proof. For $N \leq 4$, it is easy to see that $A$ is structured. So assume $N \geq 5$. It is clear that the greatest common divisor of elements of $A$ is 1 . With a translation, we can assume that $\min (A)=0$.

Here, $A+A \subset[0,2 N-2]$ and hence $|A+A| \leq 2 N-1$. Since $2 N / 3+1 \leq|A|$, we get $2 N-1 \leq 3|A|-4$. Thus, $A$ satisfies the hypothesis of Corollary 1, and it follows that, up to a translation, $A$ is a structured set. Since translates of structured sets are structured, it follows that, $A$ is structured.

The set $A=[0, N-1] \backslash\{a<N: a \equiv 2(\bmod 3)\}$ is not a structured set, though $|A| \geq 2 N / 3$. But in this case we note that the sumset $A+A$ has cardinality bigger than $3|A|-4$.

## 3. Non-abelian Groups

In this section we briefly mention how Theorem 3 (and hence Theorem 2) can be proved when $G$ is a non-abelian group (in which case we use multiplication as operation of $G$ ). We continue with the notations of Section 2 . In this case we define a subset $\mathcal{A} \subset \mathbb{Z} \times G$ to be a structured set if the image $\pi_{1}(\mathcal{A})$ of the first projection is a structured subset of $\mathbb{Z}$, and there are commuting elements $x, y \in G$ satisfying $x_{i}=x^{a_{i}} y$.

Proof. (Theorem 3, when $G$ is non-abelian) We use induction on $k$. For $k=3$, we have $|A+A| \geq 5$ and $3 k-4=5$. Thus

$$
\begin{equation*}
|\mathcal{A}+\mathcal{A}|=|A+A|=3 k-4 \tag{6}
\end{equation*}
$$

Since $\min (A)=0$ and $\operatorname{gcd}(A)=1$, by Equation (6) we have $A=\{0,1,2\}$. Also, Equation (6) forces $x_{i} x_{j}=x_{k} x_{l}$, whenever $a_{i}+a_{j}=a_{k}+a_{l}$. Let $x, y \in G$ be such that $x_{1}=x^{a_{1}} y$ and $x_{2}=x^{a_{2}} y$ (which is always possible, as $a_{1}=0, a_{2}=1$ ). From Equation (6) it follows that $x_{1} x_{2}=x_{2} x_{1}$. From this it is clear that $x$ and $y$ commute. As $a_{1}+a_{3}=2 a_{2}$, we have $x_{1} x_{3}=x_{2}^{2}$. From which it follows that $x_{3}=x^{a_{3}} y$. Thus $\mathcal{A}$ is a structured set.

Now we assume that $k>3$ and put $\mathcal{B}=\left\{\left(a_{i}, x_{i}\right): 1 \leq i \leq k-1\right\}$.
Case 1: $\mathcal{B}$ is a structured set. Since $\mathcal{B}$ is structured, $\pi_{1}(\mathcal{B})$ is structured and there exist commuting elements $x, y \in G$ such that $x_{i}=x^{a_{i}} y$ for all $i \leq k-1$. If $(\mathcal{B}+\mathcal{B}) \cap\left(\left(a_{k}, x_{k}\right)+\mathcal{B}\right) \neq \emptyset$ then there are indices $u, v, w \leq k-1$ such that

$$
\left(a_{k}, x_{k}\right)+\left(a_{u}, x_{u}\right)=\left(a_{v}, x_{v}\right)+\left(a_{w}, x_{w}\right) .
$$

From this we see that $a_{k}=a_{v}+a_{w}-a_{u}$ and $x_{k}=x_{v} x_{w} x_{u}^{-1}$. Now it immediately follows that $\mathcal{A}$ is structured.

We may now assume that $(\mathcal{B}+\mathcal{B}) \cap\left(\left(a_{k}, x_{k}\right)+\mathcal{B}\right)=\emptyset$, so that $|\mathcal{A}+\mathcal{A}| \geq$ $|\mathcal{B}+\mathcal{B}|+|\mathcal{B}| ;$ the consideration of $\left(a_{k}, x_{k}\right)+\left(a_{k}, x_{k}\right)$ leads to

$$
\begin{equation*}
|\mathcal{A}+\mathcal{A}| \geq|\mathcal{B}+\mathcal{B}|+|\mathcal{B}|+1 \tag{7}
\end{equation*}
$$

Using the trivial lower bound on the first coordinate we find

$$
\begin{equation*}
|\mathcal{B}+\mathcal{B}| \geq 2|\mathcal{B}|-1 \tag{8}
\end{equation*}
$$

Using this in (7) we get

$$
|\mathcal{A}+\mathcal{A}| \geq 3|\mathcal{B}|=3 k-3
$$

which is a contradiction. This contradiction proves the theorem in this case.

Case 2: $\mathcal{B}$ is not structured. By induction hypothesis we get $|\mathcal{B}+\mathcal{B}| \geq 3(k-1)-3$. If $a_{k-1} \neq a_{k}-1$, then using Lemma 2 , with $A=\pi_{1}(\mathcal{A})$ and $B=\pi_{1}(\mathcal{B})$, one immediately obtains $|\mathcal{A}+\mathcal{A}| \geq|\mathcal{B}+\mathcal{B}|+3 \geq 3 k-3$, which is a contradiction. Similarly we otain a contradiction if $x_{k} x_{k-1}=x_{k-1} x_{k}$. Thus, we assume that $x_{k} x_{k-1}=x_{k-1} x_{k}$ and $a_{k-1}=a_{k}-1$. One can solve for $x, y \in G$ satisfying $x_{k}=x^{a_{k}} y$ and $x_{k-1}=x^{a_{k-1}} y$. Since $x_{k}$ and $x_{k-1}$ commute, it follows that $x$ and $y$ commute. Observe that, by considering first coordinate, the two elements $\left(a_{k}+a_{k}, x_{k} x_{k}\right)$ and $\left(a_{k}+a_{k-1}, x_{k} x_{k-1}\right)$ are in $\mathcal{A}+\mathcal{A}$ but not in $\mathcal{B}+\mathcal{B}$. If there is an $i<k-1$ such that $\left(a_{k}+a_{i}, x_{k} x_{i}\right) \notin \mathcal{B}+\mathcal{B}$ then we get $|\mathcal{A}+\mathcal{A}| \geq|\mathcal{B}+\mathcal{B}|+3 \geq 3 k-3$, which is a contradiction. Hence $\left(a_{k}+a_{i}, x_{k} x_{i}\right) \in \mathcal{B}+\mathcal{B}$ holds for all $i<k-1$. Since $\left(a_{k}+a_{k-2}, x_{k} x_{k-2}\right) \in \mathcal{B}+\mathcal{B}$, using order relation of $\mathbb{Z}$, we obtain $a_{k}+a_{k-2}=2 a_{k-1}$ and $x_{k} x_{k-2}=x_{k-1}^{2}$. As a consequence $x_{k-2}=x^{a_{k-2}} y$. This proves that the set $\left\{\left(a_{k-2}, x_{k-2}\right),\left(a_{k-1}, x_{k-1}\right),\left(a_{k}, x_{k}\right)\right\}$ is a structured set. Continuing this way we see that $\mathcal{A}$ is a structured set.
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