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Abstract

The (Mahler–Popken) complexity ∥n∥ of a natural number n is the smallest number
of ones that can be used via combinations of multiplication and addition to express
n, with parentheses arranged in such a way so as to form legal nestings. We gener-
alize ∥ · ∥ by defining ∥n∥m as the smallest number of possibly repeated selections
from {1, 2, . . . ,m} (counting repetitions), for fixed m ∈ N, that can be used to ex-
press n with the same operational and bracket symbols as before. There is a close
relationship, as we explore, between ∥·∥2 and lengths of shortest addition chains for
a given natural number. This illustrates how remarkable it is that (∥n∥2 : n ∈ N) is
not currently included in the On-Line Encyclopedia of Integer Sequences and has,
apparently, not been studied previously. This, in turn, motivates our exploration of
the complexity function ∥ · ∥2, in which we prove explicit upper and lower bounds
for ∥ · ∥2 and describe some problems and further areas of research concerning ∥ · ∥2.

1. Introduction

The notion of integer complexity was given implicitly by Mahler and Popken in 1953

[14]. Subsequent to Guy’s work concerning the complexity of integers [12, Section

F26] [13], notable advances in the study of the integer complexity function are due

Altman et al. [1, 2, 3, 4, 5, 6]. These past references have inspired our explorations

based on generalizing the concept of the complexity of an integer in a naturally

number-theoretic or combinatorial way. In this paper, we introduce a family of

generalizations of the Mahler–Popken complexity function that may be thought of

as providing an analogue of integer partitions of bounded width. In particular, the

“binary” case of our generalizations, as described below, provides a natural next

step forward from the definition of integer complexity, and is also closely related to

what is meant by the length of a shortest addition chain.
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For a natural number n, the integer complexity function ∥ · ∥ may be defined

so that ∥n∥ is equal to the least number of ones required to express n with any

combination of multiplication, addition, and bracket symbols, provided that any

brackets are grouped in legal nestings.

Example 1. We find that ∥6∥ = 5, writing 6 = (1 + 1)× (1 + 1 + 1).

Fundamental properties concerning the function ∥ · ∥ include the inequalities

∥n+m∥ ≤ ∥n∥+ ∥m∥ and ∥n×m∥ ≤ ∥n∥+ ∥m∥, (1)

along with the explicit bounds whereby

3 log3(n) ≤ ∥n∥ ≤ 3 log2(n) (2)

for n > 1. If we consider how ∥·∥ may be thought of as encoding how “complicated”

a natural number is in terms of the given constraints for expressing natural numbers

with the specified symbols, this lends itself toward how related notions of complexity

could arise in the study of integer partitions with entries other than 1 allowed. In

this regard, Mahler and Popken [14] considered the inverse mapping associated with

the size of the largest number expressible using a fixed number of copies of a real

number x and with the same operations as for ∥ · ∥. This leads us to consider new

complexity functions that allow us to express a given natural number using more

than one number, in contrast to ∥ · ∥ and to the work of Mahler and Popken [14].

Definition 1. We define the m-ary complexity function ∥ · ∥m so that ∥n∥m, for a

natural number n, equals the smallest number of possibly repeated selections from

{1, 2, . . . ,m} (counting repetitions) that can be used to express n with the same

operational and bracket symbols involved in our definition of ∥·∥, and again subject

to legal nestings.

Example 2. The m = 1 case of Definition 1 is such that ∥ · ∥1 = ∥ · ∥.

In addition to the work of Guy [12, Section F26] [13] and by Altman et al.

[1, 2, 3, 4, 5, 6], for further research that concerns the integer complexity function

and that motivates our generalization ∥ · ∥m of ∥ · ∥, see [7, 8, 10, 11, 16, 17].

2. Addition Chains and Binary Complexity

It is well known that addition chains, as defined below, may be seen as providing

something of a secondary version of complexity [1, p. 2]. Since the function ∥ · ∥2
may similarly be seen as a secondary version of integer complexity, this leads us

to consider how the integer sequence (∥n∥2 : n ∈ N) relates to known properties

associated with addition chains.
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Definition 2. An addition chain for n ∈ N is a tuple (a0, a1, . . . , ar) satisfying

a0 = 1 and ar = n and such that: For all k ∈ {1, 2, . . . , r}, there exist indices

i, j ∈ {0, 1, . . . , k − 1} whereby ak = ai + aj .

Example 3. We may verify that a shortest addition chain ending with 20 is

(1, 2, 4, 5, 10, 20). (3)

Informally, we can think of this shortest addition chain as being in correspondence

with the binary complexity given by the decomposition

(2× 2 + 1)× 2× 2. (4)

Informally, the natural numbers we obtain from successive subsequences of natural

numbers and binary operations, read from left to right in (4), are 2, 4, 5, 10, and

20, and this agrees with the sequence integers in the tuple in (3).

Definition 3. The length of an addition chain is equal to −1 plus the number of

its entries. We let ℓ(n) denote the length of a shortest addition chain ending with

n.

Example 4. The length of the addition chain in (3) is 5, and this agrees with the

value of ∥20∥2, with regard to the correspondence suggested between (3) and (4).

The entry in the On-Line Encyclopedia of Integer Sequences (OEIS) [15] provid-

ing the length of a shortest addition chain is indexed as A003313 and is of particular

interest for our purposes, due to how closely this sequence relates to (∥n∥2 : n ∈ N).
In this regard, the first point of disagreement between (∥n∥2 : n ∈ N≥2) and

(A003313(n) : n ∈ N≥2) = (ℓ(n) : n ∈ N≥2) is illustrated below and occurs at

the n = 23 point:

(∥n∥2 : n ∈ N≥2) =

(1, 2, 2, 3, 3, 4, 3, 4, 4, 5, 4, 5, 5, 5, 4, 5, 5, 6, 5, 6, 6, 7, . . .),

(ℓ(n) : n ∈ N≥2) =

(1, 2, 2, 3, 3, 4, 3, 4, 4, 5, 4, 5, 5, 5, 4, 5, 5, 6, 5, 6, 6, 6, . . .).

Example 5. The point of disagreement corresponding to the value ∥23∥2 = 7

indicated above may be illustrated via the decomposition

((2× 2 + 1)× 2 + 1)× 2 + 1 = 23 (5)

or the decomposition

(2× 2 + 1)× 2× 2 + 1 + 2 = 23, (6)
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or equivalent decompositions such as ((2 + 2 + 1) × 2 + 1) × 2 + 1 = 23 and (2 +

2 + 1)× 2× 2 + 1 + 2 = 23, and a brute force search may be applied to verify that

23 cannot be expressed with fewer than 7 possibly repeated copies of elements from

{1, 2}, subject to the specified constraints in the definition of ∥ · ∥2. In contrast to

Equations (5) and (6), a shortest addition chain for 23 is (1, 2, 3, 5, 10, 20, 23), with

a length of 6 according to Definition 3, so that ℓ(23) = 6.

Successive arguments n such that ∥n∥2 is not equal to the length of a shortest

addition chain for n include

23, 43, 46, 59, 77, 83, . . . (7)

and the above subsequence is not currently in the OEIS, which suggests that our

complexity function ∥ ·∥2 is new and has not been considered in relation to addition

chains previously. Is it true that ℓ(n) ≤ ∥n∥2 for all n ≥ 2? If so, what can be said

in regard to the possible sizes of differences of the form ℓ(n)− ∥n∥2? Further open

problems are given in the Conclusion section of this paper.

One of the most basic formulas for the integer complexity function is such that

∥n∥ = min
d|n
m<n

{
∥d∥+

∥∥∥n
d

∥∥∥ , ∥m∥+ ∥n−m∥
}
, (8)

and this provides us with a recursion if we impose the conditions whereby the

divisors d involved in Equation (8) are such that d ̸= 1 and d ̸= n, letting it be

understood that m > 0. As suggested by Steinerberger [17], this recursion may

be seen as providing a notable instance whereby an easily stated number theory

problem involving combinations of addition and multiplication to express natural

numbers can lead to computational difficulties. We may generalize Equation (8)

using the family of functions of the form ∥ · ∥m considered in this paper, as below.

Proposition 1. For fixed m ∈ N, the recursion

∥n∥m = min
d|n
η<n

{
∥d∥m +

∥∥∥n
d

∥∥∥
m
, ∥η∥m + ∥n− η∥m

}
(9)

holds for all sufficiently large n. In particular, for the binary case with m = 2, the

recursive relation in Equation (9) holds for n ≥ 3.

For a given m ∈ N, the recursion in Equation (9) may be proved (for sufficiently

large n) using the same line of reasoning as in known proofs of Equation (8) as in

[8]. Computations obtained from the m = 2 case of Equation (9) are shown below.

Observe that the analogues of (1) whereby

∥n+m∥2 ≤ ∥n∥2 + ∥m∥2 and ∥n×m∥2 ≤ ∥n∥2 + ∥m∥2 (10)
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follow in a direct way from the m = 2 case of Equation (9).

The m = 2 case of Equation (9) provides a practical way of computing higher-

order values of ∥ · ∥2. To avoid possible disagreements concerning offsets of initial

values of OEIS sequences, by computing ∥n∥2 starting with, say, n ≥ 5, we obtain

(∥n∥2 : n ∈ N≥5) =

(3, 3, 4, 3, 4, 4, 5, 4, 5, 5, 5, 4, 5, 5, 6, 5, 6, 6, 7, 5, 6, 6, 6,

6, 7, 6, 7, 5, 6, 6, 7, 6, 7, 7, 7, 6, 7, 7, 8, 7, 7, 8, 8, . . .)

and, remarkably, no sequences currently included in the OEIS agree with the above

data. This again suggests that our binary complexity function ∥ · ∥2 has not previ-

ously been considered, motivating our explorations in Section 2.1 below.

The last entry displayed in the above output associated with ∥ · ∥2 corresponds

to the argument 47. Remarkably, if we were to instead input (∥2∥2, ∥3∥2, . . . , ∥46∥2)
into the OEIS, we find an agreement with the OEIS sequences A117497 and A117498,

with a disagreement with ∥n∥2 occurring for the n = 47 argument.

Example 6. We may verify that ∥47∥ = 8, by verifying that (2 × 2 + 1) × (2 +

1)× (2 + 1) + 2 = 47 and (2 + 2 + 1)× (2 + 1)× (2 + 1) + 2 = 47 provide minimal

combinations of ones and twos to express 47, again according to the restrictions

associated with the complexity function ∥ ·∥2. As indicated above, this provides the

first point of disagreement with A117497 and the first point of disagreement with

A117498.

The sequence A117497 is defined by analogy with lengths of shortest addition

chains, and A117498 provides the order of an optimized combination of binary and

factor methods for producing an addition chain, referring to the OEIS for details.

This again reflects the close connection between ∥ · ∥2 and shortest addition chains,

and illustrates the research interest in the new complexity function ∥ · ∥2 that is the

subject of this paper.

2.1. Explicit Bounds for the Binary Complexity Function

While our below results may be generalized to our new family of complexity func-

tions of the form ∥ · ∥m for m ∈ N≥2, we focus on the m = 2 case for reasons

suggested above. To introduce and prove lower and upper bounds for ∥ · ∥2, we
modify an approach described by Arias de Reyna [8] (cf. [7]). Observe that a lower

bound for ∥·∥ would not necessarily provide a lower bound for ∥·∥2, and an optimal

upper bound for ∥ · ∥2 would not provide an upper bound for ∥ · ∥, as illustrated via

the respective behaviors of ∥ · ∥ and ∥ · ∥2 shown in Figure 1.

We let logb(x) denote the base-b logarithm of x. Arias de Reyna [8] proved that

log2(n+ 1) ≤ ∥n∥ for all natural numbers n. We find that it is not, in general, the

case that log2(n + 1) ≤ ∥n∥2, with counterexamples appearing for integers of the

form n = 2m − 1.
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Figure 1: An illustration of the behavior of ∥ · ∥ and of ∥ · ∥2, where the lower graph
corresponds to ∥ · ∥2.

Theorem 1. The lower bound such that log2(n) ≤ ∥n∥2 holds for n ∈ N.

Proof. The base case for n = 1 is equivalent to 0 ≤ 1. Inductively, we assume that

the desired inequality holds for natural numbers m ≤ n. We find that the n = 2

case is equivalent to 1 ≤ 1, and that the n = 3 case is equivalent to 1.58496 . . . ≤ 2,

so that the desired implications hold for n ≤ 2. For n > 2, the recursive version of

Equation (9) gives us that the expression ∥n + 1∥2 is either equal to ∥m∥2 + ∥n +

1 − m∥2 for some integer 1 ≤ m ≤ n+1
2 or is equal to to ∥d∥2 +

∥∥n+1
d

∥∥
2
for some

divisor d such that 1 < d ≤
√
n+ 1. First suppose the first case holds, with m = 1.

From our inductive hypothesis, we thus have that 1 + log2(n) ≤ ∥n + 1∥2, so that

log2(n + 1) ≤ ∥n + 1∥2, as desired. Now, suppose that m > 1. By the inductive

hypothesis, we have that log2(m) + log2(n+ 1−m) ≤ ∥m∥2 + ∥n+ 1−m∥2. Since
n+ 1−m ≥ n+1

2 , we have that if n+ 1−m = 1, then n = 1, but, since m > 1, we

have that n+1−m < n = 1, yielding a contradiction. So, we have that m > 1 and

n+1−m > 1, which gives us that log2(m+(n+1−m)) ≤ log2(m)+log2(n+1−m) ≤
∥m∥2+∥n+1−m∥2, so that log2(n+1) ≤ ∥n+1∥2, as desired. A similar argument

may be applied with respect to the remaining case whereby ∥n+ 1∥2 is of the form

∥d∥2 +
∥∥n+1

d

∥∥
2
, since

∥n+ 1∥2 = ∥d∥2 +
∥∥∥∥n+ 1

d

∥∥∥∥
2

≥ log2 d+ log2

(
n+ 1

d

)
= log2(n+ 1).

The length ℓ(n) of a shortest addition chain ending in n satisfies

log2(n) ≤ ℓ(n) ≤ ⌊log2(n)⌋+ ν2(n)− 1, (11)



INTEGERS: 24 (2024) 7

where ν2(n) denotes the number of ones in the base-2 digit expansion of n; see [1,

Section 1] and references therein. In view of the close relationship between ℓ(n) and

∥n∥2, this motivates our devising an analogue of the upper bound in (11) for ∥ · ∥2.

Theorem 2. The upper bound such that ∥n∥2 ≤ ⌊log2(n)⌋ + ν2(n) − 1 holds for

n ≥ 2.

Proof. The n = 2 case is equivalent to 1 ≤ 1. Assume, inductively, that ∥m∥2 ≤
log2(m) + ν2(m) − 1 holds for for natural numbers 2 ≤ m ≤ n. The n = 3 case

is equivalent to 2 ≤ 2, so that the desired implication holds for n = 2. Now, set

n > 2. If n+ 1 is even, we obtain that

∥n+ 1∥2 ≤ ∥2∥2 +
∥∥∥∥n+ 1

2

∥∥∥∥
2

= 1 +

∥∥∥∥n+ 1

2

∥∥∥∥
2

.

(12)

Since n > 2, we have that 2 ≤ n+1
2 ≤ n, so that, from the inductive hypothesis

and from (12), we find that ∥n + 1∥2 ≤ 1 + log2
(
n+1
2

)
+ ν2

(
n+1
2

)
− 1, so that

∥n + 1∥2 ≤ log2 (n+ 1) + ν2 (n+ 1) − 1. Now, suppose that n + 1 is odd. Since

n > 3, we have that n ≥ 4, with 2 ≤ n
2 ≤ n. We then find that ∥n + 1∥2 ≤

2 +
∥∥n

2

∥∥
2
, so that ∥n + 1∥2 ≤ 2 + log2

(
n
2

)
+ ν2

(
n
2

)
− 1. This, in turn, gives us

that ∥n + 1∥2 ≤ log2 (n) + ν2 (n), and it follows in a direct way that ∥n + 1∥2 ≤
log2 (n+ 1)+ ν2 (n+ 1)−1. We have showed that ∥n∥2 ≤ log2(n)+ ν2(n)−1 holds

for n ≥ 2, and, by taking the integer parts of both sides of the given inequality, we

obtain the desired result.

3. Toward the Determination of an Asymptotic Formula

In view of the close relationship between binary decompositions and addition chains,

it is surprisingly difficult to prove an analogue for the binary complexity function

of Brauer’s 1939 formula ℓ(n) ∼ log2(n) [9]. We describe two approaches toward

this problem below.

3.1. Toward an Analogue of Brauer’s Proof

To mimic Brauer’s proof of ℓ(n) ∼ log2(n) [9], we would want to prove the following

Conjecture, as the desired equivalence

∥n∥2 ∼ log2(n) (13)

would follow in a direct way if Conjecture 1 below holds true.
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Conjecture 1. Let r be a positive integer and let s be a nonnegative integer, and

let r and s be such that it is not the case that both r = 1 and s = 0. Then

∥n∥2 ≤ (r + 1)s+ 2r − 2

for 2rs ≤ n < 2r(s+1) (cf. [9]).

Informally, the main problem when it comes to proving the purported property

highlighted as Conjecture 1 may be explained as follows. Given an addition chain,

it is always possible to increase the length by 1 by forming a new addition chain by

adding any previous entry to the last entry, so as to form a new entry. However, it

is not, in general, possible to follow this approach with the use of binary decomposi-

tions: informally, a combination c of ones and twos may be “buried” within nested

brackets, so it would not necessarily be possible to simply multiply c by 2. This is

clarified below.

For the r = 0 base case, the desired inequality ∥n∥2 ≤ 2s holding for 2s ≤ n <

2s+1 follows from Theorem 2. Mimicking Brauer’s approach [9], we claim that it is

possible to form a binary decomposition of n of length at most (r + 1)s + 2r − 2

such that an innermost pair of brackets contains a summation with

1, 1 + 1, . . . , 1 + 1 + 1 + · · ·+ 1︸ ︷︷ ︸
2r − 1 terms

(14)

as its consecutive partial sums. Disregarding the trivial (r, s) = (1, 0) case, we

find that the s = 0 case holds, by finding that the last term in (14) evaluates as

2r − 1, with the inequalities 2rs ≤ n < 2r(s+1) reducing to 1 ≤ n < 2r, so that it

is possible to form a binary decomposition by taking the partial sum in (14) equal

to n ∈ {1, 2, . . . , 2r − 1}. As in Brauer’s proof, we proceed by contradiction, and

assume that the above claim does not hold, and we set s as the smallest integer such

that the claim is not satisfied, again for n such that 2rs ≤ n < 2r(s+1). Dividing n

by 2r, writing

n = a · 2r + b (15)

for

0 ≤ b < 2r (16)

and 2r(s−1) ≤ a < 2rs, the claim holds for s− 1 < s from our assumption. So, there

is a binary decomposition, which we denote as B, of a of length at most

(r + 1)(s− 1) + 2r − 2, (17)

with (14) as a sequence of partial sums appearing in an innermost bracket. That is,

the expression B refers to the value a, with the understanding that B is expressed

as a combination of ones and twos according to the operational symbols specified

in Definition 1, so that the total number of ones and twos in B is at most (17), and
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with (14) appearing as specified. Suppose that b > 0. Then, from (16), the specified

sequence of partial sums contains b. We expand B by expanding an innermost sum

of the form

1 + 1 + 1 + · · ·+ 1︸ ︷︷ ︸
2r − 1 terms

according to a partition into a sum of b terms and a sum of 2r − 1− b terms.

Let us write B in the form

B = C × (b+ 2r − 1− b) +D (18)

for binary decompositions C and D, with

ℓ(B) = 2r − 1 + ℓ(C) + ℓ(D),

letting it be understood that b refers to an expressions of the form 1 + 1 + · · · + 1

summing to b, and similarly for the term 2r − 1 − b. We then rewrite the binary

decomposition of a in Equation (18) as

C × b+ C × (2r − 1− b) +D.

We then form a binary decomposition in the manner suggested as follows:

2× 2× · · · × 2︸ ︷︷ ︸
r

×C × b+

2× 2× · · · × 2︸ ︷︷ ︸
r

×C × (2r − 1− b) +D.

This gives us a binary decomposition of 2ra. We then obtain a binary decomposition

of Equation (15) in the manner suggested below:2× 2× · · · × 2︸ ︷︷ ︸
r

×C + 1

× b+

2× 2× · · · × 2︸ ︷︷ ︸
r

×C × (2r − 1− b) +D.

We find that this is of length

r + ℓ(C) + 1 + b+

r + ℓ(C) + (2r − 1− b) + ℓ(D),

which we rewrite as

2r + ℓ(C) + 1 + ℓ(B),
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which is less than or equal to

2r + ℓ(C) + 1 + (r + 1)(s− 1) + 2r − 2,

By analogy with Brauer’s proof, we would want this to be less than or equal to

(r + 1)s + 2r − 2, but this desired property is equivalent to 0 ≤ −ℓ(C) − r, which

does not hold.

Numerical evidence suggests that Conjecture 1 holds, but, in view of the above

difficulties concerning devising an analogue of Brauer’s proof, we leave it as an open

problem to prove Conjecture 1.

3.2. Addition Chain Lengths and Binary Decomposition Lengths

Using the available data in this OEIS entry A003313 together with our recursion

for ∥ · ∥2, we have computed ∥n∥2 − ℓ(n) for n ≤ 10000. For example, all of the

values in (∥n∥2−ℓ(n) : n ∈ N≤10000) are in {0, 1, 2, 3}, with 1 entry equal to 3. This

suggests that it may be possible to determine appropriate bounds for a function

f(n) such that ∥n∥2− ℓ(n) = f(n), in such a way so that f(n) is bounded above by

an elementary function in such a way that the purported equivalence in (13) would

be immediate from Brauer’s equivalence.

Informally, given a binary decomposition B, we could form an addition chain by

recording consecutive partial sums appearing within an innermost pair of brackets,

and by then continuing in a recursive fashion according to the combination of ones

and twos and operational symbols appearing outside of this pair of brackets. For-

malizing this notion could lead to a proof that ℓ(n) ≤ ∥n∥2. Conversely, given an

addition chain A, what would be an appropriate procedure to form a corresponding

binary decomposition, in such a way to show that ∥n∥2 − ℓ(n) is bounded above by

an elementary function?

4. Conclusion

We consider some further areas to explore related to ∥ · ∥m.

To begin with, we encourage a full exploration of complexity functions of the

form ∥ · ∥m for m ∈ N≥2, in addition to the material above concerning the m = 2

case.

Recall the integer subsequence in (7) providing successive indices such that

∥n∥2 ̸= ℓ(n). How can this sequence be evaluated in an explicit way? What can be

determined in regard to growth properties of this sequence? How can the addition

chains corresponding to the indices in (7) be characterized without explicit or direct

reference to ∥ · ∥2?
By analogy with the correspondence between ∥ · ∥2 and shortest addition chains

suggested in Example 3, what would be an appropriate unary or ternary analogue
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of the definition of an addition chain, in relation to the complexity functions ∥ · ∥
and ∥ · ∥3?

Instead of studying properties of sequences of the form (∥n∥m : n ∈ N) for fixed
m ∈ N, how could analogous properties be determined for sequences of the form

(∥n∥m : m ∈ N) for fixed n ∈ N?
Recalling the lower bound for ∥ · ∥ shown in (2), the integer defect δ(n) of a

natural number was defined by Altman and Zelinsky as ∥n∥−3 log3(n) [6]. Altman’s

explorations of integer defects as in [4, 5] motivate analogous explorations of the

function given by ∥n∥2 − log2(n).

Recall the close connection indicated in Section 2 between ∥n∥2 and ℓ(n). An

important [1, Section 1] open question concerning addition chains is given by the

Scholz–Brauer conjecture, according to which we would have that ℓ(2n − 1) ≤ n +

ℓ(n) − 1. Could our new complexity function ∥ · ∥2 be used to give light to the

Scholz–Brauer conjecture?
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[10] J. Čerņenoks, J. Iraids, M. Opmanis, R. Opmanis, and K. Podnieks, Integer complexity: ex-
perimental and analytical results II, in Descriptional Complexity of Formal Systems, Springer,
Cham., 2015.



INTEGERS: 24 (2024) 12

[11] K. Cordwell, A. Epstein, A. Hemmady, S. J. Miller, E. Palsson, A. Sharma, S. Steinerberger,
and Y. N. T. Vu, On algorithms to calculate integer complexity, Integers 19 (2019), #A12,
13 pp.

[12] R. K. Guy, Unsolved Problems in Number Theory, Springer-Verlag, New York, 1994.

[13] R. K. Guy, Unsolved problems: Some suspiciously simple sequences, Amer. Math. Monthly
93 (3) (1986), 186-190.

[14] K. Mahler and J. Popken, On a maximum problem in arithmetic, Nieuw Arch. Wisk. (3) 1
(1953), 1-15.

[15] OEIS Foundation Inc., The On-Line Encyclopedia of Integer Sequences, 2024. Available at
https://oeis.org.

[16] D. A. Rawsthorne, How many 1’s are needed?, Fibonacci Quart. 27 (1) (1989), 14-17.

[17] S. Steinerberger, A short note on integer complexity, Contrib. Discrete Math. 9 (1) (2014),
63-69.


