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Abstract

We study the Fourier coefficients of functions satisfying a certain version of Wright’s
circle method with finitely many major arcs. We show that the Jensen polynomials
associated with such Fourier coefficients are asymptotically hyperbolic, building on
the framework of Griffin, Ono, Rolen, and Zagier. Consequently, we prove that
the Fourier coefficients asymptotically satisfy all higher-order Turán inequalities.
As an application, we apply our results to both (qt; qt)−r

∞ , which counts r-colored
partitions into parts divisible by t, and to the function (qa; qp)−1

∞ where p is prime
and 0 ≤ a < p, a ubiquitous function throughout number theory.

1. Introduction

A classical result of Pólya [21] reformulated the Riemann Hypothesis in terms of

hyperbolicity of the so-called Jensen polynomials associated with a particular Taylor

expansion. Accordingly, a polynomial is said to be hyperbolic if every zero is a real

number and, given a sequence of real numbers {α(n)}, the Jensen polynomial of
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degree d and shift n is defined by

Jd,n
α (X) =

d∑
j=0

(
d

j

)
α(n+ j)Xj

where d, n ∈ N. Then, Pólya showed that the Riemann Hypothesis is equivalent to

showing hyperbolicity of every Jensen polynomial associated with the sequence of

Taylor coefficients arising from the expansion

(−1 + 4z2)π− (1+2z)
4 Γ

(
1 + 2z

4

)
ζ

(
1

2
+ z

)
=

∞∑
n=0

γ(n)

n!
z2n.

It was recently shown that, for any fixed d ∈ N, the Jensen polynomials Jd,n
γ (X)

are hyperbolic for all but finitely many n [13]. Moreover, up to normalization,

the Jensen polynomial Jd,n
γ (X) tends towards the Hermite polynomial Hd(X) as

n → ∞. Within [13], it was also shown that a large family of modular objects

induce asymptotically hyperbolic Jensen polynomials and that again, up to nor-

malization, the Jensen polynomials tend to Hermite polynomials. Several expan-

sions have since appeared in the growing literature surrounding the field (see, e.g.,

[14],[16],[18],[19],[25]).

We expand on that list by proving that the Fourier coefficients of another large

class of functions give rise to Jensen polynomials that are asymptotically hyperbolic.

Classically, the philosophy behind the Circle Method was initiated by Hardy and

Ramanujan [15] in their seminal work which gave a precise asymptotic formula for

the integer partitions. A partition λ = (λ1, . . . , λs) of a positive integer n is a

non-decreasing tuple satisfying
∑s

i=1 |λi| = n. Letting p(n) denote the number of

partitions for a positive integer n, Hardy and Ramanujan [15] showed that

p(n) ∼ 1

4n
√
3
eπ
√

2n
3

as n→ ∞.

An expansion of this philosophy was introduced by Wright [26] and has seen

an increase in popularity in recent years. Wright’s method obtains an asymptotic

description for the Fourier coefficients of functions that possess suitable growth con-

ditions around cusps. Roughly, one uses Cauchy’s Theorem to interpret the Fourier

coefficients as the integral of the generating function over a circle of radius less

than one, and then divides the path of integration into two arcs, commonly referred

to as the major and minor arcs. The major arc consists of neighborhoods around

singularities (or alternatively, roots of unity) where the generating function has rel-

atively large growth, and the minor arc is where the generating function exhibits

non-dominant asymptotic behavior. Wright’s work does not yield an exact asymp-

totic formula and therefore introduces weaker bounds compared to the full Circle
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Method, but it is often easier to work with. Wright’s variant of the Circle Method

is a very flexible tool, and may be applied to a wide variety of both modular and

non-modular generating functions that carry suitable analytic restraints. For our

version, we focus on those functions that satisfy certain technical growth conditions

given explicitly in Proposition 1. This builds on work of Bringmann, Craig, Ono,

and the third author [1] and results of Ngo and Rhoades [23].

Theorem 1. Let F (q) =
∑∞

n=0 c(n)q
n be a function satisfying the conditions of

Proposition 1. Define C(n) = c(Kn) with K ∈ N as in Proposition 1. Then for

each fixed d ≥ 1, we have that the Jensen polynomial Jd,n
C (X) is hyperbolic for

all but finitely many n. Moreover, up to normalization, the Jensen polynomials

Jd,n
C (X) converge uniformly to the Hermite polynomial Hd(X) uniformly over com-

pact subsets of R as n→ ∞.

We connect Theorem 1 with higher order Turán inequalities, which have been

a topic of great interest as of late [6],[9],[18],[20]. One of the primary reasons is

that the higher order Turán inequalities are intimately connected with real entire

functions of Laguerre–Pólya class. Indeed, an alternative characterization of the

Riemann Hypothesis is that the Riemann Xi function lies in the Laguerre–Pólya

class [12],[24] and that, if the Riemann Hypothesis were true, we must have that

the Maclaurin coefficients satisfy all the higher order Turán inequalities [12],[22].

We now describe how to obtain the higher order Turán inequalities. First, a

sequence {an}n≥0 is said to satisfy the second order Turán inequality if

a2n ≥ an−1an+1

for every n ≥ 1. The second order Turán inequality is also commonly referred to

as log-concavity and has been well studied in many settings [3],[5],[9],[10],[11]. For

higher orders, a classical theorem of Hermite states that a polynomial J(X) with real

coefficients is hyperbolic precisely when the associated Hankel matrix is positive-

definite. The minors of the Hankel matrix provide a corresponding sequence of

inequalities associated with the coefficients of the polynomial J(X). By considering

Jensen polynomials, the resulting inequalities are referred to as the higher order

Turán inequalities. Specifically, if β1, . . . , βn are the roots of J(X), then let S0 = n

and

Sk = βk
1 + . . .+ βk

n

for every k ≥ 1. Then, J(X) is hyperbolic precisely when the Hankel matrix

Mn(J) =


S0 S1 S2 . . . Sn−1

S1 S2 S3 . . . Sn

S2 S3 S4 . . . Sn+1

...
...

...
...

...
Sn−1 Sn Sn+1 . . . S2n−2


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is positive-definite for each n ∈ N. The latter condition occurs precisely when every

minor of each of the matrices Mn(J) is positive, and so we obtain a collection of

inequalities

∆
(n)
k =

∣∣∣∣∣∣∣
S0 . . . Sk−1

...
...

...
Sk−1 . . . S2k−2

∣∣∣∣∣∣∣ ≥ 0, 1 ≤ k ≤ n.

The resulting inequalities are the higher order Turán inequalities and are completely

determined by the coefficients of the polynomial J(X). For more details, we refer

the reader to [9]. Our main contribution regarding higher order Turán inequalities

is then seen to be an immediate consequence to Theorem 1 and results of Griffin,

Ono, Rolen, and Zagier [13]. While unsurprising to experts, it appears to not be

explicitly written in the literature, and so we record the result explicitly here.

Theorem 2. Let F (q) =
∑∞

n=0 c(n)q
n be a function satisfying the conditions of

Proposition 1. Let C(n) = c(Kn) with K ∈ N as in Proposition 1. Then, the

sequence of coefficients C(n) asymptotically satisfy all of the higher order Turán

inequalities.

We end by applying our results to two classes of infinite products, each of which

exhibit very different modular behavior. To this end, we let (a; q)∞ :=
∏

n≥0(1 −
aqn) denote the usual q-Pochhammer symbol. First, we consider

Hr,t(q) :=
1

(qt; qt)
r
∞

=
∑
n≥0

cr,t(n)q
n

where cr,t(n) counts the number of r-colored partitions into parts which are divisible

by t. We remark that Hr,t(q) is (up to a simple q-power) a modular form, and

so falls under the framework provided by [13]. Moreover, the asymptotics of the

coefficients cr,t(n) are well-known. Here, we make the result explicit as an example

of the general theorems given in this paper.

Theorem 3. Let Hr,t(q) :=
1

(qt;qt)r∞
=
∑∞

n=0 cr,t(n)q
n where r and t are positive

integers. Define a sequence of integers by Cr,t(n) = cr,t(tn). Then, the following

statements hold.

1. For each fixed d ≥ 1, the Jensen polynomial Jd,n
Cr,t

(X) is hyperbolic for all

but finitely many n. Moreover, up to normalization, the Jensen polynomials

Jd,n
Cr,t

(X) converge uniformly to the Hermite polynomial Hd(X) uniformly over

compact subsets of R as n→ ∞.

2. The sequence of coefficients Cr,t(n) asymptotically satisfy all higher order

Turán inequalities.
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Secondly, we consider the ubiquitous infinite product

Ga,p(q) :=
1

(qa; qp)∞
=

∞∑
n=0

ba,p(n)q
n

where p is prime and 0 ≤ a < p. In contrast to Hr,t(q), the function Ga,p(q) is non-

modular, and so we cannot appeal to modular transformation formulae to obtain

bounds on major and minor arcs. We show that the function Ga,p(q) satisfies the

conditions of Wright’s Circle Method (Proposition 1). Theorems 1 and 2 will then

imply the following result.

Theorem 4. Let Ga,p(q) := 1
(qa;qp)∞

=
∑∞

n=0 ba,p(n)q
n where p is prime and

0 ≤ a < p. Then, the following statements hold.

1. The coefficients ba,p(n) have the asymptotic behavior

ba,p(n) ∼
Γ
(

a
p

)(
a
p

) 1
2−

a
p

p
1
2−

a
p

√
2π

(
π2

6pn

) 1
2 (

1
2−

a
p )+

1
2

I−( 1
2−

a
p+1)

(
π

p

√
2n

3

)
+O

(
e

π
p

√
2n
3 n−(

1
2 (

1
2−

a
p )+1)

)
as n→ ∞.

2. For each fixed d ≥ 1, the Jensen polynomial Jd,n
ba,p

(X) is hyperbolic for all

but finitely many n. Moreover, up to normalization, the Jensen polynomials

Jd,n
ba,p

(X) converge uniformly to the Hermite polynomial Hd(X) uniformly over

compact subsets of R as n→ ∞.

3. The sequence of coefficients ba,p(n) asymptotically satisfies all higher order

Turán inequalities.

Remark 1. The function Ga,p(q) is a subclass of functions that were recently

studied in a beautiful paper of Chern [7]. In [7, Theorem 1.1], Chern obtained the

main-term asymptotic toward any root of unity using different methods and many

technical bounds. In the present paper, we apply our techniques and obtain a more

precise asymptotic formula for the coefficients of Ga,p(q), which then allows us to

conclude asymptotic hyperbolicity of the associated Jensen polynomial.

We provide a brief outline of our work. In Section 2, we outline a few of our

primary tools. In Section 3, we prove Theorem 1 and provide an alternative proof

for our version of Wright’s circle method. In Section 4, we apply our work to the

functions Hr,t(q) and Ga,p(q) by proving Theorems 3 and 4.
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2. Preliminaries

2.1. Wright’s Circle Method

The Circle Method of Hardy-Ramanujan constitutes a powerful method to obtain

asymptotic formulae (and even exact formulae) for generating functions that carry

suitable growth conditions at all cusps. Wright [26] provided a variant that has

proven to be popular within the modern canon. We provide a minor modification

to that presented in [1, Proposition 4.4] to account for analytic functions enjoying a

certain symmetry. Throughout, we will let Iv(z) denote the I-Bessel function and

ζK := e
2πi
K where K ∈ N.

Proposition 1. Suppose that F (q) is analytic for q = e−z where z = x + iy ∈ C
satisfies x > 0 and |y| < π, and suppose that F (q) has an expansion F (q) =∑∞

n=0 c(n)q
n near 1. Let K,M,N > 0 be fixed constants. Suppose that F (ζKq) =

F (q) and consider the following hypotheses:

1. As z → 0 in the bounded cone 0 ≤ y ≤Mx (major arc), we have

F (e−z) = zBe
A
z

N−1∑
j=0

αjz
j +OM (|z|N )


where αj ∈ C, A ∈ R+, and B ∈ R+.

2. As z → 0 in the bounded cone Mx ≤ y ≤ 2π
K −Mx (minor arc), we have

|F (e−z)| ≪M e
1

Re(z)
(A−κ)

for some κ ∈ R+.

Define a sequence C(n) := c(Kn). Then as n→ ∞ we have that

C(n) =

N−1∑
j=0

(
αj

(
A

Kn

) 1
2 (j+B+1)

I−(j+B+1)(2
√
AKn)

)
+O

(
e2

√
AKnn−

1
2 (N+B+1)

)
.

The form of Proposition 1 stated in [1, Proposition 4.4] is the case for when there

is a single major arc near q = 1. Accordingly, in Section 3, we record the additional

details and provide an alternative proof to that presented in [1]. Moreover, we show

that the sequence of Jensen polynomials corresponding to the coefficients C(n) are

hyperbolic for all but finitely many n. Finally, in Section 4, we verify conditions

(1) and (2) above for a concrete class of functions.

We record one additional fact regarding the I-Bessel function that will be needed

in the proof of Theorem 1. That is, one can obtain an expansion in terms of expo-

nentials by using the well-known asymptotic of the I-Bessel function [17, 10.40.1]
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as follows

Iv(z) ∼
ez

(2πz)
1
2

∞∑
k=0

(−1)k
ak(v)

zk
, |arg z| ≤ π

2
− δ where δ > 0 (1)

where

ak(v) :=

(
1
2 − v

)
k

(
1
2 + v

)
k

(−2)kk!

with (v)k := v(v + 1) · · · (v + k) denoting the usual Pochhammer symbol.

2.2. Hyperbolicity of Jensen Polynomials

Recently, it was unveiled that a large class of Jensen polynomials become Hermite

polynomials asymptotically [13]. The Hermite polynomials Hd(X), which are de-

fined by the generating function e−t2+Xt =
∑∞

d=0Hd(X) t
d

d! , are hyperbolic and so

this provides us a method for obtaining asymptotic hyperbolicity of certain Jensen

polynomials. This approach was successfully implemented in [13] to provide asymp-

totic hyperbolicity of Jensen polynomials associated with the Riemann zeta func-

tion. Their main tool is the following [13, Theorem 3] (their result is misstated but

it is correctly stated in [13, Proof of Theorem 1]).

Theorem 5. Let {α(n)}, {A(n)} and {δ(n)} be sequences of positive numbers with

δ(n) converging to zero. Further, suppose that

log

(
α(n+ k)

α(n)

)
= A(n)k − δ(n)2k2 +

d∑
j=3

gj(n)k
j + o(δ(n)d) as n→ ∞

where d ∈ N, 0 ≤ k ≤ d and gi(n) = o
(
δ(n)i

)
. Then, we have that

δ(n)−d

α(n)
Jd,n
α

(
δ(n)X − 1

exp(A(n))

)
→ Hd(X) as n→ ∞

uniformly in X for every compact subset of R. Moreover, Jd,n
α (X) is hyperbolic for

all but finitely many n.

We will require Theorem 5 in order to verify that the sequence of coefficients C(n)

found within Proposition 1 yield asymptotically hyperbolic Jensen polynomials.

2.3. The Euler-Maclaurin Summation Formula

To prove Theorem 4, we will require one version of the Euler-Maclaurin summation

formula that was proven in [1, Lemma 2.2]. This allows us to obtain precise asymp-

totics for the classes of functions Hr,t(q) and Ga,p(q) close to certain roots of unity.

For these purposes, we introduce additional notation.
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If s, z ∈ C are such that Re (s) > 1 and Re (z) > 0, then the Hurwitz zeta

function is defined by ζ(s, z) :=
∑∞

n=0
1

(n+z)s , the digamma function is defined by

ψ(x) := Γ′(x)
Γ(x) , and the Euler-Mascheroni constant is denoted by γ. Moreover, the

n-th Bernoulli polynomial Bn(x) is determined by the generating function text

et−1 =∑∞
n=0Bn(x)

tn

n! . We say that a function f defined on a domain in C is of sufficient

decay provided that there is some ε > 0 such that f(w) ≪ w−1−ε as |w| → ∞ in

the domain. Additionally, define

Dθ := {z = reiα : r ≥ 0, |α| ≤ θ}

where 0 ≤ θ < π
2 .

Lemma 1. Let A ∈ R+, 0 < a ≤ 1, and 0 ≤ θ < π
2 . Assume that there is n0 ∈ Z

such that f(z) ∼
∑∞

n=n0
d(n)zn as z → 0 in Dθ. Furthermore, assume that f and

all of its derivatives are of sufficient decay in Dθ. Then

∞∑
n=0

f(z(n+ a)) ∼
∞∑

n=n0

d(n)ζ(−n, a)zn +
I∗f,A
z

− d(−1)

z
(Log(Az) + ψ(a) + γ)

−
∞∑

n=0

d(n)
Bn+1(a)

n+ 1
zn

as z → 0 uniformly in Dθ, where

I∗f,A :=

∫ ∞

0

(
f(u)−

−2∑
n=n0

d(n)un − d(−1)e−Au

u

)
du.

3. Proof of Proposition 1 and Theorem 1

Proof of Proposition 1. We consider the circle C centred at the origin, surrounding

zero exactly once in the counter-clockwise orientation, and of radius |q| = e−λ where

λ =
√

A
Kn . In particular, we let q = e−z with z = λ(1 + iβM). The major arc near

q = 1 will be that where −1 ≤ β ≤ 1 (in analogy with the arcs used in [2]).

Let CM and Cm denote the major and minor arcs, respectively, and note that CM
consists of neighborhoods around the K-th roots of unity. Denote the major arc

corresponding to the root of unity ζhK by Ch for 0 ≤ h ≤ K − 1. As F (q) has major

arcs at the K-th roots of unity, the behavior around each major arc is analogos by

symmetry. Indeed, observe that

1

2πi

∫
Ch

F (q)

qm+1
dq =

1

2πi

∫
C0

F (ζhKq)

(ζhKq)
m+1

d(ζhKq) =
ζ−hm
K

2πi

∫
C0

F (q)

qm+1
dq
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for each 0 ≤ h ≤ K − 1 and every m ∈ N. By Cauchy’s Theorem, we then find that

C(n) =
1

2πi

∫
C

F (q)

qKn+1
dq =

K

2πi

∫
C0

F (q)

qKn+1
dq +

1

2πi

∫
Cm

F (q)

qKn+1
dq.

Now, define

Aj(n) =
K

2πi

∫
C0

zj+Be
A
z

qKn+1
dq

and write

C(n)−
N−1∑
j=0

αjAj(n) = φ1(n) + φ2(n)

where

φ1(n) =
1

2πi

∫
Cm

F (q)

qKn+1
dq,

and

φ2(n) =
K

2πi

∫
C0

F (q)z−Be−
A
z −

N−1∑
j=0

αjz
j

 zBe
A
z

qKn+1
dq.

By condition (1), we have that on C0∣∣∣∣∣∣F (q)z−Be−
A
z −

N−1∑
j=0

αjz
j

∣∣∣∣∣∣ = O(|z|N ).

Since Re (z) = λ on C, we obtain that∣∣∣∣exp(Az +Knz

)∣∣∣∣ ≤ exp

(
A

λ
+Knλ

)
= exp(2

√
AKn).

Since the length of C0 is approximately equal to λ and Im (z) = O(λ), we have that

|z| ∼ (Kn)−
1
2 . Then, Cauchy’s integral estimate yields that

φ2(n) = O(n−
1
2 (N+B+1)e2

√
AKn)

as desired.

Next note that the length of Cm is approximately equal to 1 and so by condition

(2)

φ1(n) = O
(
e

1
λ (A−κ)|q|−Kn

)
= O

(
e(2−

κ
A )

√
AKn

)
.

Consequently, we have that

C(n)−
N−1∑
j=0

αjAj(n) = O
(
n−

1
2 (N+B+1)e2

√
AKn

)
. (2)
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Now, notice that we may parametrize q ∈ C0 counter-clockwise by λ− iλM ≤ z ≤
λ+ iλM . Thus, we get that

Aj(n) =
K

2πi

∫ λ(1+iM)

λ(1−iM)

zj+Be
A
z +Knzdz

and, by making a change of variables z 7→ λz, it follows that

Aj(n) =
Kλj+B+1

2πi

∫ 1+iM

1−iM

zj+Be
√
AKn(z+ 1

z )dz.

By [2, Lemma 4.2]1, we get that

Aj(n) = λj+B+1

(
I−(j+B+1)(2

√
AKn) +O

(
e
√
AKn

(
1+ 1

1+M2

)))
=

(
A

Kn

) 1
2 (j+B+1)

I−(j+B+1)(2
√
AKn)+O

(
n−

1
2 (j+B+1)e

√
AKn

(
1+ 1

1+M2

))
.

The desired estimate is then obtained by plugging into Equation (2).

Next, we show that the Jensen polynomials associated with the asymptotic for-

mula given for C(n) will be asymptotically hyperbolic. To do so, we will apply

Theorem 5 to the Fourier coefficients found in Proposition 1.

Proof of Theorem 1. Take N = 1 in Proposition 1 to obtain that

C(n) = α0

(
A

Kn

) 1
2 (B+1)

I−(B+1)(2
√
AKn) +O

(
e2

√
AKnn−

1
2 (B+2)

)
.

By appealing to the asymptotic form of the I-Bessel function given in Equation (1),

we find that

C(n) ∼ α0

(
A

Kn

) 1
2 (B+1)

(2π
√
AKn)−

1
2 e2

√
AKn

∞∑
m=0

amn
−m

2 +O
(
e2

√
AKnn−

1
2 (B+2)

)
=

α0√
2π
A

2B+1
4 (Kn)−

2B+3
4 e2

√
AKn

∞∑
m=0

amn
−m

2 +O
(
e2

√
AKnn−

1
2 (B+2)

)
,

where

am =
A

m
2

(
1
2 +B + 1

)
m

(
1
2 − (B + 1)

)
m

m!
.

1The papers [2] and [23] rely on obtaining an estimate for the integrals Aj in terms of I-Bessel
functions by arguments given in [23]. While the result given in [23] is correct, we believe there
is a very slight misstep in their proof, and we use an alternative route to obtaining the I-Bessel
functions.
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We identify the above asymptotic with a Taylor series as in the proof of [13, Theorem

5]. Thus

C(n) ∼ λn−
2B+3

4 e2
√
AKn exp

(
c0 + c1n

− 1
2 + c2n

−1 + c3n
− 3

2 . . .
)

for some choice of constants λ and ci. Therefore, we obtain that

log

(
C(n+ k)

C(n)

)
∼ 2

√
AK

∞∑
m=1

(
1/2

m

)
km

nm− 1
2

+
−2B − 3

4

∞∑
m=1

(−1)m−1km

mnm

+
∑

m,l≥1

cl

(
−l/2
m

)
km

nm+ l
2

.

Upon considering the equations

A(n) =(AKn−1)
1
2 +

(2B + 3)

4n
,

δ(n) =
√
2(AK)

1
4n−

3
4 +O

(
n−

5
4

)
,

gj(n) =
(−2B − 3)(−1)j−1

4jnj
,

the desired conclusion is obtained by Theorem 5.

4. Proof of Theorems 3 and 4

Within this section, we apply our results to the two classes of infinite products

given by Hr,t(q) and Ga,p(q). By Theorems 1 and 2, it suffices to show that these

products satisfy conditions (1) and (2) of Proposition 1. We begin by considering

Hr,t(q) = (qt; qt)−r
∞ .

Proof of Theorem 3. By the classical modular transformation behavior of the q-

Pochhammer symbol (which can be viewed in terms of the transformation behavior

of the Dedekind eta function – see, e.g., 5.8.1 of [8]), it is not difficult to show that

(e−tz; e−tz)−r
∞ =

(
tz

2π

) r
2

e
π2r
6tz +O(|z|)

in accordance with the first condition of Proposition 1. Furthermore, using the

same arguments as in [2], we may show that Hr,t(q) satisfies the second condition

of Proposition 1. To this end, observe that

Log(Hr,t(q)) = −r
∞∑

n=0

log
(
1− qt(n+1)

)
= r

∞∑
n,k=1

qkt(n+1)

k

= r

∞∑
k=1

qkt

k

∞∑
n=1

(qkt)n = r

∞∑
k=1

qkt

k(1− qkt)
.
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So, for each integer 1 ≤ h ≤ t, we have that

∣∣Log(Hr,t(ζ
h
t q))

∣∣ = r

∣∣∣∣∣
∞∑
k=1

qtk

k(1− qtk)

∣∣∣∣∣
≤ r

(∣∣∣∣ qt

1− qt

∣∣∣∣− |q|t

1− |q|t
+

∞∑
k=1

|q|kt

1− |q|kt

)

≤ r

(∣∣∣∣ qt

1− qt

∣∣∣∣− |q|t

1− |q|t
+ log

(
P (|q|t)

))
where P (q) := 1/(q; q)∞ denotes the generating function of partitions. It is well-

known (for instance, see [2, Lemma 2.1]) that

log(P (|q|t)) = π2

6tx
+

1

2
log

(
tx

2π

)
+O(x)

upon expressing q = e−z and z = x + iy ∈ C. Thus, it suffices to show that there

is some constant C > 0 such that∣∣∣∣ qt

1− qt

∣∣∣∣− |q|t

1− |q|t
< −C

x

on the bounded cone Mx ≤ y ≤ 2π
t −Mx. For these purposes, we will require a

few cases.

Suppose that either Mx ≤ y ≤ π
2t or that 3π

2t ≤ y ≤ 2π
t −Mx. In which case, we

have that 0 ≤ cos(ty) ≤ cos(Mtx) and consequently,

|1− qt|2 = 1− 2e−tx cos(ty) + e−2tx ≥ 1− 2e−tx cos(Mtx) + e−2tx.

Therefore, we have that

1

|1− qt|
=

1

xt
√
M2 + 1

+O(1).

Next, suppose that π
2t ≤ y ≤ 3π

2t . Then we see that cos(ty) ≤ 0 and thus

1

|1− qt|
≤ 1√

1 + e−2tx
≤ 1

xt
√
M2 + 1

.

Next, notice that
1

1− |q|t
=

1

1− e−tx
=

1

xt
+O(1).

So we may combine the two bounds to obtain that

1

|1− qt|
− 1

1− |q|t
=

1

xt

(
1√

M2 + 1
− 1

)
+O(1).
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Upon exponentiating, we conclude that

|Hr,t(q)| ≤
√
xt

2π
exp

(
r

xt

(
π2

6
+

1√
M2 + 1

− 1

))
(1 +O(x)).

We devote the remainder of this section to showing that

Ga,p(q) :=
1

(qa; qp)∞

satisfies the conditions of Proposition 1 whenever p is prime and 0 ≤ a < p. To do

so, we will apply the Euler-Maclaurin summation formula stated in Subsection 2.3.

Furthermore, we require the following integral evaluation, which may be found in

[1, Lemma 2.3].

Lemma 2. Given a positive real number N , we have that∫ ∞

0

(
e−x

x(1− eNx)
− 1

Nx2
+

(
1

N
− 1

2

)
e−x

x

)
dx

= log

(
Γ

(
1

N

))
+

(
1

2
− 1

N

)
log

(
1

N

)
− 1

2
log(2π).

In addition, we need the following property of the digamma function [4, p. 39].

Lemma 3. Let k, p ∈ N where 1 ≤ k < p. Then, we have that

p∑
α=1

ζkαp ψ

(
α

p

)
= pLog(1− ζkp ).

Proof of Theorem 4. We first observe that

Log(Ga,p(q)) = −
∞∑

n=0

Log
(
1− qa+pn

)
=

∞∑
n,k=1

(qa+pn)k

k

=

∞∑
k=1

qak

k

∞∑
n=1

(qpk)n =

∞∑
k=1

1

k

(
qak

1− qpk

)
.

To start, we check that Ga,p(q) satisfies the first constraint of Proposition 1 with

a major arc centred at q = ζhp for each integer 1 ≤ h ≤ p. To this end, observe that

Log(Ga,p(ζ
h
p q)) =

p∑
α=1

ζhaαp

∑
ℓ≥0

qa(α+pℓ)

(α+ pℓ)(1− qp(α+pℓ))
.
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Defining

f(x) =
e−ax

x(1− e−px)
,

we may easily see that

f(x) ∼
∞∑

n=−2

d(n)xn

where d(−2) = 1
p and d(−1) = 1

2 − a
p . Expressing q = e−z, we have that

∑
ℓ≥0

qa(α+pℓ)

(α+ pℓ)(1− qp(α+pℓ))
= z

∞∑
k=0

f

(
pz

(
ℓ+

α

p

))
where 1 ≤ α ≤ p. By applying Lemma 1, we obtain that

z

∞∑
k=0

f

(
pz

(
ℓ+

α

p

))
∼ 1

zp
ζ

(
2,
α

p

)
+ I∗f,a −

(
1

2
− a

p

)(
Log(pz) + ψ

(
α

p

)
+ γ

)

−
∞∑

n=0

d(n)Bn+1

(
α
p

)
n+ 1

zn+1

and so

Log(Ga,p(ζ
h
p q)) =

p∑
α=1

ζhaαp z
∑
ℓ≥0

f

(
pz

(
ℓ+

α

p

))

=

p∑
α=1

ζhaαp

ζ
(
2, α

p

)
pz

+ I∗f,a −
(
1

2
− a

p

)(
Log(pz) + ψ

(
α

p

)
+ γ

)
+O(|z|)

=
1

pz

(
p∑

α=1

ζhaαp ζ

(
2,
α

p

))
+

(
p∑

α=1

ζhaαp I∗f,a

)

−
(
1

2
− a

p

)( p∑
α=1

ζhaαp

(
Log(pz) + ψ

(
α

p

)
+ γ

))
+O(|z|).

Observe that if h = p, then we obtain that

Log(Ga,p(ζ
h
p q)) ∼

ζ(2, 1)

pz
+ pI∗f,a −

(
1

2
− a

p

)
Log(pz) +O(|z|)

as ψ(1) + γ = 0. By making a change of variables u 7→ ua and applying Lemma 2,
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we see that

I∗f,a =
1

p

∫ ∞

0

(
e−ua

u(1− e−up)
− 1

p
u−2 −

(
1

2
− a

p

)
e−au

u

)
du

=
1

p

∫ ∞

0

(
e−u

u(1− e−
p
au)

− a

p
u−2 −

(
1

2
− a

p

)
e−u

u

)
du

=
1

p

(
log

(
Γ

(
a

p

))
+

(
1

2
− a

p

)
log

(
a

p

)
− 1

2
log(2π)

)
.

Thus we obtain

Ga,p(e
−z) ∼

Γ
(

a
p

)(
a
p

) 1
2−

a
p

√
2π

(pz)
1
2−

a
p e

π2

6pz +O(|z|)

as z → 0+ on the major arc.

Next, we will assume that h ̸= p, in which case we have
∑p

α=1 ζ
haα
p = 0 as p is

prime. It follows that

Log(Ga,p(ζ
h
p q)) ∼

1

pz

(
p∑

α=1

ζhaαp ζ

(
2,
α

p

))
−
(
1

2
− a

p

)( p∑
α=1

ζhaαp ψ

(
α

p

))
+O(|z|).

By Lemma 3, we see that

p∑
α=1

ζhaαp ψ

(
α

p

)
= pLog(1− ζhap ).

Additionally, we have that

p∑
α=1

ζhaαp ζ

(
2,
α

p

)
= p2ζhap Φ(ζhap , 2, 1)

where Φ(z, s, a) :=
∑∞

n=0
zn

(n+a)s is Lerch’s transcendent. We conclude that

Log(Ga,p(ζ
h
p q)) ∼

ζhap Φ(ζhap , 2, 1)

z
−
(
1

2
− a

p

)
Log(1− ζhap ) +O(|z|).

Finally, observe that

Re
(
ζhap Φ(ζhap , 2, 1)

)
=
π2

6
− π2ha

p
+
π2(ha)2

p2
<
π2

6

by [17, 25.12.8]. Arguing as in the proof of Theorem 3, one may ascertain that

|Ga,p(q)| ≤
√
xp

2π
exp

(
1

xp

(
π2

6
+

1√
M2 + 1

− 1

))
(1 +O(x))
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over the minor arcs.

We then apply Proposition 1 with K = 1, A = π2

6p , B = 1
2 − a

p and α0 =

Γ( a
p )(

a
p )

1
2
− a

p p
1
2
− a

p

√
2π

to conclude the asymptotic form of the coefficients, and thus

Theorems 1 and 2 for the remaining results.
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